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1 Introduction

This part is subdivided into three chapters and its aim is to provide an
introduction to the neural networks, fuzzy logic and neuro fuzzy systems, which
Is as brief as possible and easy to understand.

Theory is kept to a minimum for clarity's sake and illustrated with simple,
practical examples and diagrams.

1.1 Neural Networks

1.1.1 History of Neural Networks

The first neural networks were developed by biologists in the hope of being able to simulate
natural neural networks. The term "neuron” is used in medicine and biology to denote the
nerve cell. Mathematicians and engineers have adopted this model for use in mechanical
information processing. These "artificial neural networks™ are a greatly simplified attempt to
imitate the function of nerve cells as found in lower-order organisms. When we talk about a
"neural network™ we mean an “artificial neural network”. Like biological brain structures
neural networks have the ability to learn.

The origins of artificial neural networks go right back to the early 1940’s.

In 1943, W. S. McCulloch and W. Pitts developed a model ("MP neuron™) that imitated the
function of human nerve cells [5]. This greatly simplified abstract neuron model already
shares the following important functional properties with a nerve cell:

e Structure: Many inputs (synapses) and one output (axon).

e States: Two possible states (inactive or activated).

e Connection: The neurons are interconnected (networked).

¢ Independence: The state of a neuron only depends on its input activation.

e Activation condition: A neuron is stimulated if enough inputs are activated.

Chapter: "INTRODUCTION" 9
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D. O. Hebb formulated the first learning method in 1949 [9] ("Hebbian learning rule™). Neural
networks capable of learning were created on this basis and finally in about 1955, the first
computer simulations were implemented. P. J. Werbos [25] and D. E. Rumelhart [18]
developed the backpropagation learning algorithm , which is the most frequently used
learning method.

On the basis of this work the theory of artificial neural networks was elaborated still further.
After 1970, neural networks with the associative memory function were created and T.
Kohonen developed self-organizing feature maps [16]. After 1985 the further development
and application of neural networks really took off.

Another - non-biologically inspired - approach was networks based on the radial basis
functions (RBF). They originated from mathematical approximation theory and were first
used in 1988 by D. S. Broomhead and D. Lowe [4].

1.1.2 Fundamentals of Neural Networks

The usefulness of neural networks stems from their ability to learn, i.e. their ability to
simulate the behavior of a process from a collection of input and output data about a process
(procedure, functionality). The range of applications, technical and non-technical, to which
they can be applied, is therefore very wide.

1.1.2.1 Applications and Properties

Neural networks can be used for problems, whose structure and solution are not known or are
only partially known. Using an example, the neural network learns the solution to a problem.
This type of information processing is therefore fundamentally different from a conventional
programmed system.

Applications of neural networks

Neural networks are typically used for the following tasks:

e Pattern recognition (e.g. for machine reading of handwriting)
¢ |dentification of characteristics or processes

o Filtering of data (e.g. for intercontinental telephone systems)

e Data evaluation (e.g. for diagnostic systems)

10 Chapter: "INTRODUCTION"
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¢ Data interpolation

e Closed-loop and open-loop control of processes
e Optimization tasks

e Prognoses

e Soft sensors

e Classification

Advantages and disadvantages of neural networks

© The great advantage of neural networks is solving a problem using example data. This
data might, for example, be available in the form of measurement series.

Another strength of neural networks is their adaptability, i.e. they can adapt to a new
situation by changing their behavior.

A neural network is especially suitable for simulating complex and nonlinear
dependencies.

One disadvantage of neural networks is that it is generally not possible to understand
how they have solved a problem.

®»® ® © 0

The network is no "smarter" than the data you "trained" it with, i.e. the example must be
an adequate representation of the problem.

1.1.2.2 The Nature of Neural Networks

Relatively simply structured elements (neurons) receive data from numerous neighboring
elements with which they are linked via weighted connections and associate this data
according to simple rules. Although the complexity of each element is relatively low,
interlinking them can considerably increase the power of the network as a whole.

The neurons are the individual elements of the neural network The ordered links between
them constitute the structure of the network. The fundamental principle of the neural network
can be illustrated using the example of an individual neuron (see the diagram below).

Chapter: "INTRODUCTION" 11
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The neuron

Xl(k) Neuron i

\ u() f(U)

Xz(k)

— (K

X3(K)

xn(K)
b

The diagram above is a generalization of the MP neuron developed by McCulloch & Pitts as
early as 1943.

A neuron i has several inputs x;(k) (e.g. j = 1 ... N) and 1 output yi(k), where k is the time at
which the function of the neuron is considered. Information is available at the inputs and the
output in the form of (initially) random real numbers. The sum of the numbers at the input,
which might be derived from measurements, is also called the input pattern or input vector.
The connection lines show that the neuron exhibits an input/output characteristic, in which the
output value only depends on the input values and not vice versa.

(The output can also be "fed back™ to produce an "additional input”. This "neuron with
internal feedback™ is not discussed further here.)

The behavior of neurons is characterized by two properties: First the weighted sum u;(k) of all
inputs is calculated from the weights (factors) on the connection lines (edges) w;; . The value
at the output is then derived from this sum using the activation function f(u) . The variable b
(bias) only causes a shift in the y-axis of the activation function. The activation function and
the weights have a major influence on the behavior of the neurons.

A neuron is considered active, if its output has a certain value, e.g. exceeds a threshold value.
This activity is the result of stimulation of the neuron by its inputs and the weights of the
connections. The weights can promote stimulation if they are greater than zero - or inhibit it if
they are less than zero. If the weight is zero, the input in question has no affect on the activity
of the neuron.

It is possible to express the behavior of the neuron mathematically:

For the weighted sum, the following applies initially:

12 Chapter: "INTRODUCTION"
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u;(k) = ixj(k)'wij(k)"‘_ b;

The overall input/output characteristic y = g(x) of the neuron i can be represented by the
following formula:

yi(k) = f[ix,-(k)wu(k)w.j

The most common activation functions are:

1 foru>0
(@ Switch function: y = {

0, else
. . 1
(b)  Sigmoid function: y = -
l+e
(c)  Hyperbolic tangent: y = tanh(u) = eu —e:u
e'+e
(d) Linear function: y =Uu
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The following diagrams show the curve for each function.

(a) Switch function (b) Sigmoid function
1p-------- AR ; 1
0.8f-------ammmm e 0.8
0.6}------- SPEPEPEY SEPEPEY beoene 0.6
Y 0.4f-eee R RRRRT e y 0.4
0.2 Y SRR 0.2
0 SETTERTTRPPRTY 0
-10 -5 0 5 10 -10
u
10
5
0
y y
-5
-10
-10
u u

For the function of the neuron it is therefore characteristic that both the input values and the
weights have an influence on its output value. Moreover, for most applications, activation is
nonlinearly dependent on the weighted input sum and can be either sudden (Fig. a) or gradual
(Figs. b, c, d).

A neuron therefore has the ability to assign an output value to a certain input pattern that (for
this pattern and a given activation function) depends only on the current weighting.

Networking of many neurons

If several neurons are interconnected, the structure formed is called a neural network. Each
neuron contributes to the input/output characteristic of the overall neural network. We can
therefore talk of the "knowledge™ of a neural network being distributed throughout the entire
network structure. It is the job of the learning method used to set and optimize the neuron
weights for the problem in hand.
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In principle, any links between neurons are possible and this has a strong influence on the
behavior and properties of the network. In a neural network with only feed forward links, the
input/output characteristic has the property that the output pattern at a specific point in time
only depends on the input values and weights at that point in time. The time period that is
required to transport and process the information in the network can usually be neglected.
Networks of this type are called static networks. Static networks and their properties have
now been well researched and are already being used for a wide range of applications.

Dynamic networks usually arise because internal feedback has been introduced so that the
output of the neuron at time k depends on its own output at time k-1 (the output is an
additional input). Dynamic networks are still at the research stage and are rarely used in
practice because of the great difficulty in verifying their stability and the complex learning
methods involved. However, there is another way of taking dynamic processes, such as
changes in the input signals or the use of past values, into account: The dynamic input signals
in question are simply made available to the static network as additional inputs (e.g. change in
a value between time k-1 and time k).

1.1.2.3 Multilayer Perceptron (MLP Network)

Probably the best-known type of neural network is the multilayer perceptron (abbreviated to
MLP). In this case, several neurons are interconnected by feedforward links without any
internal feedback of their output signal. This is called a feedforward network and is an
expansion of the classic perceptron (which only consists of a single neuron). The MLP is a
static network.

In the MLP network, the neurons are arranged in several layers. The two layers that connect
the structure with the outside world are called the input and output layers. The layers in
between are called hidden layers). The following diagram illustrates this structure.

Chapter: "INTRODUCTION" 15
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|

|

|

Input layer Hidden layers Output layer

The neurons of the input layer are only used to distribute the inputs to the neurons of the first
hidden layer. Each therefore only has 1 input that is assigned to the input value of the network
at this position. The weight of the input connection can be used to scale the input signal. In
this respect, input neurons are a special case of the neuron. Some authors do not therefore
include the input layer in the number of layers of a network. In NEUROSYSTEMS, however, the
input layer is counted.

The set of all input values at a particular point in time is the "input pattern” (input vector) of
the network. The output values of all neurons of the output layer, at the same point in time,
are the associated "output pattern” (output vector) of the network. The output pattern with
which a network reacts to a specific input pattern is defined as the input/output characteristic
of the network. It is also called the "response characteristic".

The connections between the neurons within the network are characterized by the fact that the
output of each neuron of one layer usually branches to all the neurons of the next layer. Each
output of one layer is therefore an input of all the neurons of the next layer. A following
neuron therefore has as many inputs as it has preceding neurons. If a link has weight zero, it
can be considered "non-existent” (in this particular case).
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To summarize the above we can say:

A neural network consists of a number of interconnected neurons arranged in layers, resulting
in a certain architecture. The parameters of the neural network are the characteristic values of
the activation functions and the weights of the connections. The neural network can learn its
response characteristic.

1.1.2.4 Radial Basis Function Network (RBF Network)

The method used in RBF networks is a little different from that used for the multilayer
perceptron.

They always consist of three layers:
e The input layer,

e The second layer with RBF neurons whose activation function is the Gaussian function (as
shown in the diagram below),

e And the output layer.

This is only a short outline of the principle. For more details, please consult the references [8].

Here too, the connections between the input and the RBF layer are provided with weights c;;.
Unlike the MLP network, the weights are not multiplied with the inputs (that is the outputs of
the neurons of the input layer). Instead, the RBF neurons process a measure of the similarity
between the weight and the input value. The result is that each neuron of this second layer is
stimulated more strongly, the more similar the input values and the corresponding weights
are.
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Input layer RBF layer Output layer
(here: j=1...3) (here:i=1..4)  (here: k=1...3)

At the connections between the RBF layer and the output layer there are weights wy; that are
multiplied with the outputs of the RBF neurons, which results in additional weighting (“The
neuron whose weights are most similar to the input values determines the output").

Each RBF neuron can therefore be seen as a sort of rule: If the inputs are similar to the
weights cc;;, the output of the network is similar to weight wi; between the i RBF neuron and
the k™ output.

This can be illustrated with a simple example with one input (j=1), two RBF neurons (i=1, 2)
and one output (k=1):
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Two RBF neurons are placed at positions x=3 and x=6. The inference (weights) of the two
neurons are y=0.3 and y=0.8. This results in the following output curve:

0.8f

0.6}

0.4r

0.2

10

In this type of network, the position of the bell-shaped functions (weights c), their width and
their inference (weights w) are learnt.

1.1.3 How Neural Networks Work

A neural network characterized by two stages: learning and reproduction. The latter is the

actual working phase in which input data is processed to form the required output data (e.g.
text recognition). The network can only do that if it has first learnt how. This is called

"training™ and is done with "suitable training data”. Training data or learning data are the
names given to the input pattern and corresponding output patterns that represent the

input/output characteristic required. Whether this data is "suitable” or not depends on the type
of network and on the required input/output characteristic of the network.

So, how does a neural network learn?

You will remember from the previous chapter that the input/output characteristic of a neuron
can be changed by the connection weights and the parameters of the activation function.

Chapter: "INTRODUCTION"
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This gives rise to different methods:

e Learning methods that only correct the connection weights of the neurons without
changing the actual structure of the neural network (e.g. the backpropagation algorithm)

e Learning methods that not only change the weighting of connections but also change the
structure of the neural network, i.e. add or remove neurons (e.g. cluster methods).

Most learning methods just alter the weighting depending on success or failure during
training. These learning methods are, in principle, nothing other than a - usually - nonlinear
optimization problem in which the network weights are the parameters to be optimized.

One of the possible training methods is "supervised learning”. Supervised learning data can
only be used with sets of learning that consist of a number of input patterns with
corresponding output patterns (desired output patterns). Supervised learning is performed as
follows:

e The network calculates the output values from the input values provided using the current
input/output characteristic. The result is a current actual output pattern.

e The deviation between the actual pattern and the desired pattern is used to update the
input/output characteristic of the network in such a way that the error is smaller after the
next calculation of the output pattern.

e These two processes form one learning step. The learning steps are repeated cyclically
until an error threshold, or a set number of steps or a set time is reached.
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The following diagram illustrates the learning process.

Weights w, Yoes.
possible structure.

Xact. | Neural YacT.
—_—

network

The question remains as to how the neural network is corrected so that it really "learns”, i.e.
how the deviation between the desired and the actual value at the output of the neural network
is minimized. In the simplest case (the backpropagation method), the contribution of each
weight to the desired/actual value deviation is calculated and in a second stage, the weights
are changed such that the error becomes smaller. The name of this method comes from the
fact that the error component is "propagated back™ to the weights causing the error.

There are numerous learning methods which we shall not explain in detail here. For more
details, please consult the references, e.g. [7], [28].

1.2 Fuzzy Logic

1.2.1 History of Fuzzy Logic

Despite its name, fuzzy logic denotes a precise idea, as we shall see below. The notion of
"fuzziness" in logic was pioneered by J. Lukasiewicz [17] and M. Black [2] as early as 1935.

The idea came about because it was recognized that in many cases a binary assignment
true/false, yes/no, on/off is inadequate to describe real world situations. (Consider the
question: "Is a car which travels at 60 mph fast or slow?" - yes or no?). In 1965, L. A. Zadeh
[27] extended classic binary set theory (yes/no) with his "fuzzy set theory". He was the
founder of "fuzzy logic", which can be seen as a sort of generalization of the binary logic
known as Boolean algebra. On this basis, Mamdani in 1973 used fuzzy logic to control
processes for the first time, which led to the development of fuzzy control as a special branch
of fuzzy theory.
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The importance of Zadeh's thinking initially went unrecognized. It was only many years later
- in 1988 - that Japanese scientists and engineers first put fuzzy set theory into practical use
[29]. After that, the fuzzy tool finally aroused worldwide interest. From 1991 onwards, fuzzy
logic was used for various applications in the USA and Europe, too, and is now an established
problem-solving method.

1.2.2 Fundamentals of Fuzzy Logic

Non-fuzzy and fuzzy sets

Classic set theory makes every element a member of or not a member of a set. Membership is
therefore limited to just two values (yes/no, 1/0, true/false). Sets with such binary
membership functions are called non-fuzzy sets. Fuzzy logic, on the other hand, expands the
membership function to allow intermediate values and thus better simulates human thinking.
Human beings use concepts, which have a gradual transition to the opposite meaning. For
example, the terms "warm" and "cold" are temperature ranges with fuzzy boundaries, and
they can even overlap. "Warm" and "cold" are therefore fuzzy sets.

As an example, let’s consider the values of the temperature scale in °C as elements to be
assigned to defined sets: One possible set of temperature values is called "frost". Frost
denotes a non-fuzzy set of temperatures, i.e. all temperatures below 0 °C. Membership of the
temperature "-5 °C" in this set is therefore "one", or "yes", and membership of temperature
"+5 °C" is "zero", or "no".

The notion of "cold" denotes a fuzzy set because, while temperatures around 0 °C may be
perceived as being 100% "cold", +5 °C is less "cold" and +10 °C is not "cold" at all, indeed it
could be a member of a new fuzzy set called "lukewarm” ranging from +5 °C to +15 °C.

Applications of fuzzy logic

Information processing based on fuzzy logic is appropriate, often necessary, where processes
are specified by verbally expressed algorithms in the form of "IF-THEN rules". For example,
in complicated manufacturing processes it can be observed that operators take control actions
on the basis of their experience using simple if-then criteria ("If the temperature is high and
the pressure is medium, then | must open the valve halfway.") and using this way, they often
achieve good operation with quality results.
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The applications of fuzzy logic are not limited to closed-loop and open-loop process control;
fuzzy logic is also used for information processing in measured value acquisition (pattern
recognition, signal processing) and in operations management and planning (scheduling,
forecasting). Fuzzy logic makes it possible to transfer the "experience™ of an expert to a
computer and obtain an initial and "automated™ - though perhaps not yet optimal - solution
quickly.

Advantages and disadvantages of fuzzy logic

The fundamental advantage of fuzzy logic is that no mathematically expressed description of
the process to be automated, in the form of algebraic equations or differential equations etc, is
required to design and use fuzzy systems.

However, not using a mathematical model of the process is also a source of uncertainty. For
example, the many degrees of freedom in designing fuzzy systems can be a special
disadvantage.

The following overview provides a comparison:

Simple implementation of verbally expressed rules (if ..., then...) on a computer to solve
a problem.

The behavior of the fuzzy system is understandable to human beings.

Avoids the costly development of a mathematical description when compared with
conventional methods.

Possible to use for processing complicated and involved processes.

Task definitions with not enough knowledge of the system and little or very imprecise
knowledge of the system behavior result in bad, possibly unusable, fuzzy solutions.

Usually no adaptability and learning capability if the system behavior changes.

»® 6 6 6 O

Design of a system requires experience because of the many degrees of freedom.
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1.2.3 Fuzzy Control

Through experience of using fuzzy logic for information processing in open- and closed-loop
control (fuzzy control), especially in "fuzzy rule bases”, tried and tested methods have
emerged. The most important of these are explained below.

The membership function
An introductory example: Pressure monitoring in a processing plant

The operator of a processing plant determines a pressure of 100 bar as being optimal for the
production process. However, he allows an operating range of 80 to 120 bar as acceptable
("Pressure OK"). The following diagram shows the difference between the set of pressure
values "Pressure OK" defined both as a non-fuzzy set and a fuzzy set. The representation of
the membership values (degrees of membership) via the elements of the set (here pressure
values) is the membership function.

In general, membership can be defined by the most varied functions (such as normal
distribution, sigmoid function, trapezoidal function). For practical purposes, triangular and
trapezoidal functions have become the standard. They can be described with 3 or 4 points and
therefore do not cause much computational overhead.

If you imagine how the operator works, you

Member-  Membership function can see the advantage of modeling with fuzzy

ship \ﬁalue nonfuzzy fuzzy logic. The operator prepares to take action
1 - when the pressure display reaches 115 bar
/ because the pressure can only be considered

30% OK. A binary control with a threshold

0 85 | 95 | 105 | 115 = value contact at 120 bar would not be able to
80 90 100 110 120 perform such qualified operation and would

Pressure [bar] perceive the situation all of a sudden when the

pressure value left the non-fuzzy set. The
operator, on the other hand, can recognize critical values and tendencies early on and can
therefore react in time taking any necessary counter-measures. To imitate this behavior it is
necessary to use a fuzzy system instead of a binary control.

Function of a fuzzy system
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A fuzzy system processes its information fuzzily in the form of rules, such as
IF input value "pressure OK", THEN output value "do nothing", or
IF input value "medium™, THEN make output value "small".

The input and output values are linguistic variables and the terms "medium™ and "small™ are
not numeric but linguistic values. They are also called fuzzy sets. A linguistic variable usually
possesses 3, 5 or 7 linguistic values. The complete collection of rules forms the rule base.

However, the fuzzy system is, necessarily, part of a technical system that works with numeric
values (signals), i.e. with non-fuzzy values, at its inputs and outputs. So appropriate
conversion must be performed at the input and output of the fuzzy system. This conversion is
termed fuzzification or defuzzification.

The following diagram illustrates the principle.

X Fuzzi- Inference Defuzzi- y
S > s — >
nonfuzzy | fication | fuzzy (rule base) | fuzy fication | nonfuzzy

e Fuzzification

The degrees of fulfillment for the linguistic values (degrees of membership of the fuzzy
sets) of the linguistic variables are assigned to the non-fuzzy input values. So fuzzification
determines, for example, to what degree the "pressure is OK" if it is, say, 115 bar. This is
done using the membership function. This degree is called "Degree of fulfillment of the IF
part".

e Inference

For each rule of the rule base, the degree of fulfillment of the THEN part is formed from
the degree of fulfillment of the IF part by a certain method. This process is also called
implication. The degree of fulfillment of the THEN part is equivalent to the degree of
fulfillment of the rule, which is also called the rule intensity. All these individual rule
evaluations put together result in one membership function for the output signal, which is
also termed composition. The resulting membership function describes a "fuzzy control
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command” that could, for example, be something like "Position valve just below the
center".

When the IF part contains a combined statement "IF.... AND..." --- (THEN....), the fuzzy
logic AND operation is executed first and the degree of fulfillment is used in the overall
rule evaluation. All these statements together are often called an aggregation.

Defuzzification

The most representative numeric (non-fuzzy) output value is calculated for the control
variable from the fuzzy control command (in the form of the resulting membership
function).

The following example illustrates these three typical function blocks. Here more emphasis is
placed on clarity than creating realistic values.

Example: Acceleration control on a vehicle:

26

Aim: Automatic acceleration and braking adapted to the situation of the vehicle
The following definitions are required before we can design the fuzzy rule base:

Input signals of the rule base:
1.  Distance from the vehicle in front (linguistic variable "Distance™)

linguistic values: "small”, "medium", "large"

Own current speed (linguistic variable "Speed")
linguistic values: "slow", "medium”, "fast"

Control Variables:
Acceleration a (positive - accelerate or negative - brake) of the vehicle (linguistic variable
"Acceleration™)

linguistic values: "neg_large", "neg_small", "zero", "

pos_small”, "pos_large"

The rule base:

R1: IF Distance =small ~ AND Speed = fast, THEN a = neg_large;
R2: IF Distance =small ~ AND Speed = medium, THEN a = neg_small;
R3: IF Distance = medium AND Speed = fast, THEN a = neg_small;

R4: IF Distance = medium AND Speed = medium, THEN a = zero;
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R5: IF Distance = medium AND Speed = slow, THEN a = pos_small;
R6: IF Distance =large ~ AND Speed = medium, THEN a = pos_small;
R7: IF Distance =large ~ AND Speed = slow, THEN a = pos_large;

The rules are also often represented in a matrix.

o Definition of the membership functions (fuzzy sets) for the linguistic values:

In this design step, the form of the fuzzy sets is selected along with their range of
influence, i.e. the range of non-fuzzy values of the input and output signal is determined
for which the fuzzy set has a degree of membership greater than zero.

o Definition of the inference and defuzzification procedure:

A number of methods exist. The common methods include MAX-MIN inference and
MAX-PROD inference and defuzzification according to the centroid method. In practice,
the choice depends on the design tools the computer program provides. In
FuzzyCoNTROL++ a special method is used that only demands a low computational effort
in the practical implementation of the fuzzy system. The principle is explained in the
following section "how the fuzzy rule base works".

To explain how the fuzzy rule base works, let us look at an "operating case" in which the
speed is 65mph and the distance is 51m. The membership functions are shown in the
following two diagrams. In choosing the curves of the membership functions, the available
degrees of freedom must be defined in a meaningful way (in the form of "intermediate points"
of the triangles or trapezoids). For example, the fuzzy set "medium™ of the input signal
Distance refers to the range 30 to 120 m.

e Fuzzification:

The following can be seen from the curves of the membership functions chosen here for the
two input signals:

The fuzzy statements about the distance, which is 51 m, are 30% true for "small" and 70%
true for "medium". (The statement "large” is 0% true. Such cases are usually not pursued.)
Similarly, the degrees of membership for "medium" (0.8) and for "fast" (0.2) result for the
fuzzy sets of the "Speed" variable.
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e Inference:
Let us consider rule 1 as an example:

In the IF part of the rule, the fuzzy statements about the two variables Distance and Speed are
ANDed. Distance is "30% small" and Speed is "20% fast". The entire IF part of this rule is
therefore considered to be 20% fulfilled after application of the MINIMUM operation for
fuzzy logic AND combination (aggregation).

The THEN part of rule 1 refers to the fuzzy set "neg_large" of the output signal. The simplest
implication method makes the (sensible) assumption that an implication can be fulfilled to no
greater degree than the antecedent. Because the IF part is 20% fulfilled, it can be inferred that
an acceleration is required which is 20% "neg_large" (implication). This degree of fulfillment
must now be used to modify the membership functions of the output signal in the THEN part
of rule 1.

U_Distance
1 A small medium large
0.7
> AN
| 1 w |
0 30 * 60 90 120  Distance [m]
preed
L A Slow medium fast
0.8
0.2
‘ ‘ 65 >
0 30 60 90 Speed [mph]

The following diagram shows the output signal "Acceleration” with its 5 fuzzy sets. The
fuzzy set "neg_large" is modified by the 20% degree of fulfillment from rule 1. One simple
method is to consider only the height of the peak. This makes the membership functions
vertical lines with height 1, i.e. 100% at the position on the output signal axis where the peak
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is located. (This type of membership function is called a singleton). All that rule evaluation
does is to shorten the line, in this example, to 20%, as shown in the diagram.

Mo

neg_large neg_small zero pos_small pos_large

> a/a max

-1 -05 030 0.5 1

Brake Accelerate

A

If you add the remaining rules to the evaluation for the same pair of non-fuzzy input values
(51m and 65mph ), the following degrees of fulfillment result:

Rule 1: The command: Make acceleration "neg_large™ is 0.2 fulfilled
Rule 2: The command: Make acceleration "neg_small” is 0.3 fulfilled
Rule 3: The command: Make acceleration "neg_small” is 0.2 fulfilled
Rule 4: The command: Make acceleration "zero™ is 0.7 fulfilled

In this case, rules 5 to 7 are not fulfilled, because at least one IF condition is not fulfilled, i.e.
the degree of membership is zero for the current non-fuzzy input value (e.g. rule 5 with Speed
slow).

The control recommendation of the fuzzy rule base consists of the above four partial
statements in this operating case. (Please note that two different recommendations for the
same fuzzy set "neg_small” result from rules 2 and 3.) Composition into a resulting
membership function is best performed by superimposing all these "partial membership
functions” (composition). One possible operation is the MAXIMUM operation. In this way,
the result of rule 2 covers the result of rule 3 and the resulting control recommendation
consists of the three columns shown in the diagram. With FuzzvyCoNTROL++, the SUM
operation is used so that a rule intensity of 0.5 results from rules 2 and 3 at position a/amax = -
0.5.

However, the control recommendation resulting from all rule activity is still fuzzy and might
be expressed as "on no account full braking but not quite half the braking power".
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e Defuzzification:

From this control recommendation, which is still fuzzy, we now have to calculate a non-
fuzzy, numeric value for the control variable as a numeric value (from the manipulating
range). It must be representative of the fuzzy control recommendation, i.e. the resulting
membership function. For example, if the resulting membership function consists of the
superimposition of partial areas of triangles and trapezoids, the position of the center of
gravity of the total area on the output signal axis is the non-fuzzy value sought. In this case
(see diagram), you can imagine a mechanical system in which the three columns for
acceleration values, whose weight is a function of their height, are balanced on a pivot along
the axis ("equilibrium™). This is the principle on which the centroid method is based.

In this case, it is possible to find the non-fuzzy value, i.e. the numeric control variable by the
following simple calculation:
2.8, 4, —1.02-05-03-0-07

= ~-03
dou, 02+03+07

In this example, the vehicle’s brake is applied with approx. 30% of the maximum possible
range.

1.3 NeuroFuzzy Systems

1.3.1 Principle

The details of the previous have shown that the problems for which neural networks and
fuzzy logic are used are fundamentally different. With some simplification, we can say:

Fuzzy logic imitates and automates human behavior and provides understandable solutions.
With neural networks you generate a solution using a process of learning from sample data.
The advantage is the ability of the network to learn, i.e. its ability to adapt to changed
behavior and new situations. To make use of the advantages of both - the understandability of
fuzzy systems and the learning capability of neural networks - the two techniques are
combined. The result is a neurofuzzy system. The combination results from converting a
fuzzy system into a neural network and vice versa. There are two typical procedures for
applying such neurofuzzy systems:

1. There is a problem, for which you can only design a bad fuzzy solution if you do not have
sufficient knowledge of the problem. The fuzzy system obtained in this way is transformed
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into a neural network that is optimized using example data. The optimized network can
either be used directly or transformed back into a fuzzy system.

2. Using a neural network, you generate a solution from a collection of sample data that, for
example, identifies an unknown process behavior. If you have used a suitable network
structure, you can transform the neural network into a fuzzy system. The fuzzy system - or
more precisely, its rule base - can be interpreted, and in this way you can obtain an
understandable description of the problem, e.g. the process behavior.

1.3.2 NeuroFuzzy Networks (NFN)

To be able to make use of the advantages of neural networks and fuzzy systems in one
project, you require a system that processes fuzzy membership functions and the rule base of
the fuzzy model and can determine knowledge from sample data using neurons capable of
learning.

You can solve this problem by using a special neural network, called the neurofuzzy network
(NFN). It consists of three neural subnetworks (NSN) that emulate the three subtasks -
fuzzification, inference and defuzzification - of a fuzzy system.

FUZZY SYSTEM

O Fuzzification — Inference — Defuzzification —>

Transformation module

O— 1st NSN —1 2nd NSN — 3rd NSN b

NEURAL NETWORK
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1) Fuzzification in the 1st NSN

Fuzzification of the non-fuzzy input variables is implemented by a layer of neurons with
activation functions similar to those of an RBF. One neuron is assigned to each
membership function of the input variables.

YA

=y [\ o
y: x N V)
J —9

Xi (m’G)
Membership functions Corresponding activation functions Neuron
in the fuzzy system of the neural network (EZ layer)

The EZ layer of the 1st NSN has m neurons, where:

m=>.n, a = number of inputs,

n; = number of membership functions of the i input.

2) Inference in the 2nd NSN

The rule base of the fuzzy system is in the 2nd NSN and one neuron is assigned to each
rule. The IF part of a fuzzy rules is implemented by the first neuron layer in the 2nd NSN
and the THEN part of a fuzzy rule is implemented in a second neuron layer. The number
of neurons in the second layer is equivalent to the number of membership functions of the
output variables.

3) Defuzzification in the 3rd NSN

The output values of the system in the 3rd NSN are implemented by the standard
defuzzification method with MAX-PROD inference followed by centroid calculation.

This results in a fuzzy-neuro topology like that shown in the following figure.
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‘ 1st NSN ‘ 2nd NSN ‘ 3rd NSN

The system illustrated above has the input signals x; and x,. Three membership functions (N-
negative, Z-zero, P-positive) are assigned to each input signal. Three membership functions
(N-negative, Z-zero, P-positive) are also assumed for the output signal y. Because of its
neural network structure the system is capable of learning (an advantage of neural systems)
and because of its fuzzy-like topology it is possible to recreate the processing steps.

For example, a rule R4

IF x; is equal to N AND x; is equal to Z, THEN y is equal to Z

causes activation of the neuron EZ; (x1; N) and neuron EZs (Xp; Z) in the first NSN, if the
non-fuzzy values of x; are within membership function "N" and x, within membership
function "Z". In the second NSN, the neuron R4 can form the AND combination expressed in
the rule because both the inputs are active and therefore activate neuron AZ,, which invokes
the THEN condition y = Z. Defuzzification leading to a non-fuzzy output value y is
performed by quotient calculation (6th layer) via the "moment™ neuron (M) and the "area"
neuron (A) in the 5th layer.

With this defined structure it is only possible to vary the numbers of membership functions
with respect to the input and output signals. In NEUROSYSTEMS, therefore, you are only
prompted to enter these quantities when defining the network structure NFN.
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You can record the results of your neural or fuzzy structure development in an *.snl or *.fpl
file. You can only transform the parameters from one system to another in the program
NEUROSYSTEMS using the menu commands FILE / EXPORT or FILE / IMPORT. The
following diagram illustrates how the two programs FuzzyCoNTROL++ and NEUROSYSTEMS
work together as a "neurofuzzy system".

Knowledge of the problem
(IF-THEN rules)

FuzzyControl++ Design system

Fuzzification
Inference
Defuzzification

fplfile | Target
system

Y

* fpl file * fpl file

\ 4

Export Import
(*.snl file -> *.fpl file) (*.fpl file -> *.snl file)

* snl file

\ 4

NeuroSystems Design system
Learning process

Sample data (*.dat file)
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1.3.3 Applications

For a closed neurofuzzy system, consisting of parts from NEUROSYSTEMS and
FuzzyCoNTROL++, two typical applications are presented that demonstrate the advantage of
using the two complementary programs together:

1st application example: A fuzzy model which is not yet sufficiently precise is optimized
with a neural network.

The demonstration example is the visual display of a hemisphere in a Cartesian coordinate
system (3-D display), where

Two input signals X — Input 00 (Oto1)
y —> Input01 (0tol) and
One output signal z — Output 00 (0t00.5)
Form the sphere equation x* + y* + zZ =1 (radius r = 0.5).

With the fuzzy rule base you can define a few points unambiguously, e.g. the center of the
sphere, the corner points of the x-y surface. Overall descriptions as a fuzzy model by
membership function and rule base is difficult, as the following diagram shows.

E FuzzyControl++ - [C:\Programme\Siemens\FuzzyControl++\E xamples\FuzzyControl++\sphere_fpl: 2] [H[=] E3
@Eile Edit Targetsystem Test “iew ‘window 72 = ﬂ

D|=(E] #|3(wln] 2
30 Graphic Representation "3’1 %: t@

Inputs:

|mputd -
QOutputdl (0., 0.500)
|nputd2 -

Output:

Output01 -

For help, pregs F1.

Chapter: "INTRODUCTION" 35



‘% NEUROSYSTEMS Version 5.0 Copyright ©, Siemens AG, 2006

With symmetrical formation of the membership functions, as shown in this model (stored in
the file "sphere.fpl™), you inevitably obtain an imprecise image of this hemisphere.

By conversion of the fuzzy parameters into those of a neural network and after a learning
process using the learning data from the “sphere.dat” file (calculated by the sphere equation),
the result is an improved model. (See next page for figure.)

[E Configuration MeuroSystems - [C:\Programme\Siemens\FuzzpControl++\E xamples\FuzzpControl+__. [lj[=] E3
@Eile Edit Targetzystem Leamn Test iew ‘Window 7 _|E’|5|

D)@ & »|=] @] 2

-0 Graphic Beprezentation

#
=5

[mpuits;

I |nput0l - l
I |nputD2 - l

Dutput:

I Qutputdl - l

Inputd2 [0.000 1000

For Help, press F1. [ [ 2

Transformation back to the fuzzy system allows you to look at the rule base and the shape of
the membership functions. This provides you with more information about the process for
process identification.
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E FuzzyControl++ - [C:\Programme\5iemensiFuzzyControl++\E xamples\FuzzyControl++\zphere?. fp... =] E3
Eile Edit Targetzystermn Test Yiew ‘Window 7 _|E’|5|

0| S|E| &]|bs|ln] 2

-0 Graphic Beprezentation

#
=5

[mpuits;

I |nput0l - l
I |nputD2 - l

Dutput:

I Qutputdl - l

Cutputd? [-0.159 ... 0.5585)

s

Inputd? (0,21 . 1.18)

Input02 [-0.2

For help, press F1. l_ l_ &

Because the membership functions are linear, a visual representation of the fuzzy model
appears to be somewhat more "straight-edged" than the neural network in this example.

If you vary the parameters (number of membership functions) systematically and run learning
processes, you can achieve further optimization.
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2nd application example: A process about which too little knowledge exists for a fuzzy
model but for which series of measured data is available.

Let us take the example of coat thickness control to demonstrate the conversion process from
a neural network to fuzzy model. The following measured data is available from the process

Three input signals v - Tape velocity
p - Air pressure

a - Distance between the nozzle and the tape

One output signal c - Coat layer thickness

in the file "coat.dat". Because the technical and technological conditions are complicated, it is
very difficult, if not completely impossible, to establish a fuzzy model.

Training a neural network would seem the obvious solution here. The freely selectable
parameters are the number of membership functions or the number of activation functions and
therefore the number of neurons in the 2nd layer of the 1st NSN. The result of the learning
process is shown in the following figure:

[E Configuration Heuro5ystems - [C:A\Programme\5iemens\FuzzyControl++\E xamples\FuzzyControl+__. [lj[=] E3
@Eile Edit Targetzystern Lean Test Yiew ‘Window 7 == x|

D|@[E| @] r[=] 3w 2

3D Graphiz Representation

uid
=8

. 1153]

a [10.0 ...

Faor Help. press F1. [ [z
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After conversion of the data file *.snl — *.fpl and transfer to the FuzzyCoNTROL++ , you can
see the visual representation (following figure) and look at the rule base and the membership
functions. In this way, you can also obtain information about the process which you could not

derive directly from the series of measurements.

E FuzzyControl++ - [C:\Programme\5iemensiFuzzyControl++\Examples\FuzzyContiol++\coat.fpl:2] =] E3

Eile Edit  Targetsystern Test Yiew ‘Window 7 _|E’|5|
0|29 =@l 2]
3-0 Graphic Reprezentation ‘%‘ ?

a (1000 .. 58.3)

For help, press F1.

0
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2 First Steps

This part of the manual provides a short introduction in NEUROSYSTEMS.

2.1 Installation

The NEUROSYSTEMS projecting tool consists of a Windows program (configuration tool) and
some Runtime-Modules (function- and data blocks for S7-300, S7-400, a runtime library for
WinCC, ActiveX Control, ...). You generate and project the neuro systems using the
configuration tool. At runtime, the runtime modules calculate these systems on the selected
targetsystem.

There are runtime-modules for:
e SIMATIC S7
e SIMATIC CFC (optional)
e SIMATIC WIinCC
e ActiveX
e OPC (optional)

2.1.1 System Requirements

e Hardware requirements:
Configuration tool: PC or PG with 80486 processor (better higher),
At least 256 Mbytes RAM
At least 25 Mbytes free hard disk space
S7 function blocks: S7-300 with CPU 314 (or better) or S7-400
MPI Interface on a PC

The PB (PROFIBUS), TPC/IP and IE (Industrial Ethernet) bus
systems are optionally supported.
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e Software requirements:

Configuration tool: Windows 2000 or Windows XP

S7 function blocks: SIMATIC SOFTNET S7 / PB (for linking via Softnet
CPs)
Optionally SIMATIC SOFTNET S7 / IE at TCP/IP or IE
connection

WinCC object: WinCC, Version 3.1 up to version 6.0

ActiveX object SIMATIC WinCC or a different ActiveX environment

2.1.2 Installation of NEUROSYSTEMS

. Insert the NEUROSYSTEMS Setup CD.
. run setup.exe.

. The setup program guides you through installation. Just follow the instructions on the

screen.

. To achieve optimum display quality on the screen, we recommend setting the Windows

"Display Properties” to "small fonts"! The screen resolution should be at least 800x600
pixels.

After installation not only the configuration tool itself but also the following components are
available for use in the relevant directories of NEUROSYSTEMS:

SIMATIC S7 modules for S7 applications (S7 Catalog)
ActiveXControl (Catalog ActiveX)

Targetsystem driver (Target Catalog)

NEUROSYSTEMS example projects (Catalog Samples)
Cookbook with applications (Catalog Samples\Cookbook)
Manual (Catalog Manual)

Help (English Catalog, German Catalog)
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File Folder

Filz Falder
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File: Folder
Application Extension
Application

Text Document
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Needless to say you can uninstall the program and the installed files using the Windows
utilities. Instructions can be found in the Windows help program and the Windows User

Manual.
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After installing NEUROSYSTEMS you can start via
Start->1T4Industry->NeuroSystems V5.0->NeuroSystems V5.0.

Further you can find the manuals in start as well. Further you can deinstall the program here
as well.

- Business Applications r
- Communication r
- maosaic 4
- Cffice Applications r
- simatic 4
- TS ¢
- Lkilities ¢

mosaic Service Center

>

English Diocs

IT4Induskry
i3erman Docs

Programs 4
@ Ininstall MeuroSystems vs,0

Documents 4

Settings 4
Search »
Help and Support

Fun...

Log OFf weigldan, ..

BE (e vRy [

Windows XP Professional

Shuak Do,
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2.1.3 Language Adjustment

The NEUROSYSTEMS.exe installed is bilingual. The language in the NEUROSYSTEMS menus and
dialogs is automatically set depending on your Windows system settings (Start — Settings —
Control Panel — Regional Options).

Regional and Language Options

Fiegional Options | Languages |.-'1‘-.dvan|:eu:|

Test zervices and input languages
Tao view or change the langquages and methads you can use to enter

text, click Detailz.

Supplemental language support

kozt languages are installed by default. Ta install additional languages,
zelect the appropriate check bow below.

[nztall files for comples script and right-to-left languages [incliding
Thai]

[ ]Inztall files for E ast Asian languages

Language uzed in menus and dialogs

[Engish

k. ] [ Cancel
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2.2 What’s new in V5?

The version V5.0 of NEUROSYSTEMS has been completly revised, extended with many new
functions and has been adapted to FuzzyControl++ V5.0. Multiple possibilies for data
analysis, visualisation, testing and validation of neural networks have been integrated into the
current version. Further you have various runtime modules as targetsystems.

Runtime Modules

e Targetsystem manager for the administration of the various targetsystems (runtime
modules)

e Interface for the connection of arbitrary customer-specific targetsystems.

e Targetsystem-information during the connection.

SIMATIC S7

e The dialog “Connect Targetsystem* to SIMATIC S7 has been completly revised.
e Connections via further networks PB (PROFIBUS), IE (Industrial Ethernet 1SO) and
TCP/IP (options)

ActiveX

e New runtime module as ActiveX control for the integration into containers
e Debonding of WinCC Neuro OLL

e Connection of in- and outputs via OPC (option)
e Possibility of browsing for server and tags and random selection and assignment of the

tags to the in- and outputs of the neural network
e Reconnect in case of server breakdown

Data analysis

Possiblity of standardisation of the in- and outputs by means of the learning file
Display of distribution of the learning files with indication of the average and variance
Display of combination to visualize the relations between in- and output signals
Input relevancy of the inputs

Possibility of multiple zooming in most windows for exact data analysis

Chapter: "FIRST STEPS"



‘% NEUROSYSTEMS Version 5.0 Copyright ©, Siemens AG, 2006

e The curve plotter with dialogs have been revised. Arbitrary signal and color choice
and visualisation of up to 110 signals.

e Zoomable error- and signal display.

e Display of error overview for a quick “to be — is” comparison.

e 3-D scaling dialog within the 3D-graphic

Miscellaneous

Context menu in dialogs

Project- and network specific text input for in-/outputs and network.
Project spezific saving of important setting.

Manual completly revised

Help revised

Trace possibility
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2.3 Creating a Network

To solve a problem with NEUROSYSTEMS, a project has to be drawn up, representing this
problem. A project is a neural network, specified by the choice of a targetsystem, its inputs
and outputs, its network type and its structure. To process a project, you can either use an
existing project or create a new project. For an existing project, you can load its file with the
extension *.snl (SIEMENS NEURO LANGUAGE) with Open... in the menu File. A new project is
automatically given the project name "New". You can give the project another name the first
time you save the project (File/Save as...).

Let us take a very simple example: Suppose a controller has to execute the (binary) logic
exclusive OR operation, i.e. the XOR function (exclusive OR function, non-equivalence
function), for two input signals as its input/output characteristic. It is to be implemented in a
neural network, and a program for this purpose is to be included in the controller. With the
NEUROSYSTEMS tool, you can create the required neural network. The learning data for this
problem can be taken from the truth table of the XOR function:

Inputs Outputs

Tags:
10 11 00

Values:

 —, O O
_ O = O
o = = O

The following quick instructions gives an introductory explanation about processing a project.
You can work through a typical project if you perform the indented sections marked Example
with the NEUROSYSTEMS tool on the computer. The four learning data sets from above (XOR
function) are used for the training of the neural network.

Attention: The emphasis here is not on solving a practical (complex) problem but on
explaining the principle, using an example which is easy to understand!
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2.3.1 Configuration of the Network

Configuration of the network includes the selecting of the targetsystem and of the number of
network inputs and outputs. Normalization must also be prepared by specifying minimum and
maximum values for the inputs and outputs.

2.3.1.1 Defining the Number of Inputs and Outputs and the Targetsystem

Example:

After you have started NEUROSYSTEMS, the basic window NeuroSystems appears. This is the
working window of NEUROSYSTEMS. The toolbar (above) and the status bar (below) are
displayed throughout your work in all the windows and assist you with operation.

-4 NeuroSystems

File Wiew Target System 7

Dok X0 ®L 5 %

Faor Help, press F1, LM

Execute the command New in the File menu displayed in the window above. First of all, a
dialog box with the designation Project New... in the title bar appears, in which you can enter
the external network structure.
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Project new E]

| n-/Outputs

Murmnber of [nputs:

— || =

Murnber af Outputs:

T argetsystem

nio targetzyztemn [offline) w

[ Cancel ] [ Help ]

The default number of inputs and outputs displayed are the same as those needed for the XOR
example chosen. As the targetsystem, we could enter SIMATIC S7-4K, for example. If you
now click OK, the setting of the external network structure is terminated. The project is now
given the name Newl. You do not have to set the number of inputs and outputs definitively,
but can add or remove inputs and outputs later on with the Edit menu.

Note: You will see that once you have clicked OK, all the menus are available in the
working window.

Example: After you have completed the external configuration, a window with a block
diagram of the neural network is displayed. This window forms the basis for editing the
project concerned (project window). It shows a symbolic representation of the network and its
inputs and outputs (in this example the default number of inputs and outputs). In the network
block you can see the default setting, which is an MLP network. The initial project name
Newl is used for the project window.
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& NeuroSystems - New1

File Edit Targetswstem Learn Tesk  View Window 7

Ded &2 0 I 9 9

Input Cutputd

| Fput

IF::ur Help, press F1. ML

2.3.1.2 Editing the Inputs and Outputs

In further processing of the project, you can assign names to the inputs and outputs which are
apt for your particular problem. However, in our example, we shall leave the default names
unchanged. It is also necessary to normalize the inputs and outputs. To do this you must
specify the minimum and maximum which are the lower and upper limits for the input and
output signals. It is also possible to use the lowest and highest values for the corresponding
input/output taken from of the learning data sets.

Example: Editing Input01:

We are in the project window Newl. If you now double-click with the left mouse button on
the upper input button with the default name Input01, the Input Properties dialog box for this
input is displayed. The name appears in the enter box, where you can change it if you want to.
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Input Properties g|
R ange
lawwer Baound: -1.0000
upper Bound: 1.0000
Marne
Mame of the [nput; |nputl

(%) juzt for thiz Input

" for all Inputs
() fir thiz and the following Inputs
k. l [ Cancel ] [ Help

In the upper part of the dialog the current range is displayed. Here you can set the minimum
and the maximum manually. The current name of the input appears in the input box in the
lower part of the dialog. Here you can change the name and it can be adopted for the chosen
or the following input. If you are done processing the input, confirm with OK.

e Editing Input01:

If you double-click the button of this input with the left mouse button, you obtain the Input
Properties dialog box for this input, indicated by the input number 01. You can see that the
minimum and maximum values have already been entered because we have had them applied
to this input too.

e Editing Output00:

If you double-click on the output button with the left mouse button, you obtain the Output
Properties dialog box for that output, indicated by the output number 01.Editing outputs is
equivalent to editing inputs. By closing the window “output properties”, you stop the editing
process. The block diagram of the network (project window) is displayed again.
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2.3.1.3 Determining the range with the learning data file

You should always carry out the determination of the range, because it has effects on the
learning success when you train the network. It determines the "learning region™ of the neural
network. The chosen min-max interval indirectly allows a "weighting” of inputs and also
affects graphic diagrams (scaling of the axes of 3D/4D representations, for example)

Example: To let the program determine the range of the in- and outputs with the available
XOR example file, you must select the learning file first. For this purpose click on “Learn”
and than “File Selection” in the menu and the accordant window will open.

File 5election Pg|

Learning D ata

Filename: Browse...

ho data available

Cancel ] [ Help

If you click Browse..., a dialog appears in which you can find and select the learning file
xor.dat that corresponds with the example (supplied by the program in the subfolder
Samples/XOR) which contains the four XOR learning data sets to be learned. You can open it
by clicking the Open button and a window will appear with question, whether the range
should be defined with this test file.

NeuroSystems %]

\:{/ Do o wish ko define the range of the in- and outputs with this kest file?

[ Yes l [ Mo ]

Confirm with “yes” and the “Range” window will open. Set the “Range” to “on the basis of
learn file” and confirm with OK.
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X]

[ Cancel ] [ Help

In the window Input Properties, you will now see that the value 0.0000 is entered as the

minimum and 1.0000 as the maximum for Input01.

Input Properties f5__<|
Range
lower Bound: 0.0000
upper Bound: 1.0000
Mame
Mame of the Input: Input0l

(% juigt for thiz Input
(0 far all Inputs
() Far thiz and the following I:I Inputs

k. l [ Cancel ] [ Help

Chapter: "FIRST STEPS"

53



‘% NEUROSYSTEMS Version 5.0 Copyright ©, Siemens AG, 2006

2.3.2 Type of Network

2.3.2.1 Selecting the type of network

When you define a new project, an MLP network (multilayer perceptron) with a default
network structure is automatically created. However, you can change the type of network and
the network structure as you process the project.

NEUROSYSTEMS provides the following types of network:

e MLP (multilayer perceptron network)

This type of network is suitable if only relatively little learning data is available.
e RBF network (Radial basis function network)

This type of network should be used if a lot of learning data is available.
e NFN (neurofuzzy network)

Networks of this type process the membership functions and rule base of a fuzzy system.

If you double-click the network block in the project window, the dialog box for selecting the
type of network is opened.
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Network Type g|

Metwork, Tope
(%) MLP [ Multi Layer Perception |

) FREF [Fadial - Baszis - Functions |

0 MFM [ MeuroFuzzy - Metwork |

Structure...

(] ] [ Cancel ] [ Help

2.3.2.2 Defining the network structure

The network structure is defined by the number of layers and the number of neurons in the
layers (for MLP and RBF), or the number of the membership functions of the inputs and
outputs (for NFN). You can alter the structure of the selected network type yourself and adapt
it to your requirements to a great extent.

Because the input and output layers connect the network to the outside world, the number of
neurons in these layers is necessarily the same as the number of inputs and outputs defined in
the project.

The number of hidden layers can be selected depending on the type of network. For this MLP
network you can select one or two layers. To each hidden layer, you can assign 1 to 50
neurons.

For selection of the network structure the following information is generally useful:
e The less learning data available, the fewer neurons you should select.

e Start by using too few neurons rather than too many and increase the number until you
obtain a satisfactory result.
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e As the complexity of a function to be modeled by the neural network increases, the number
of neuron layers must also increase.

Please note that the input layer is also counted for the Number of network layers in the
program NEUROSYSTEMS. In the literature, it is often not counted as a layer because its neurons
mainly distribute the inputs signals. So they generally work in a different way than the
neurons of the other layers.

Example:

To change the default structure created when the network type was selected (in this case
MLP), activate the button Structure... in the window Network Type. The dialog box MLP
Structure is displayed. Because the XOR example has very few inputs and outputs and the
learning data file includes only a little number of data sets, just one hidden layer with two
neurons will be used. Change the default setting as shown in the following figure.

MLP Structure g|

Murnber of Layers : El ~

Murnber of Meurans

Input Hidden Output
Layer: Layer : Layer:
19 ] 3
] l [ Caricel ] [ Help

After you have closed the structure and type window with OK the block diagram of the
network is displayed again.

Note: If you click on the network block in the project window with the right mouse
button, you can obtain information about the current type of network from the
call-up window which appears, by selecting Properties. You can also make
changes by selecting Network Type... . (If changes are made, the learning results
obtained so far will be lost. So it is useful to save them first.)
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Summary:

We have created a network with two inputs and one output for our XOR project. The names
of the input/output signals were selected as in the default setting. For normalization, the
minimum and maximum values of the input/output signals were determined from the learning
data sets. The network type (MLP) and the network structure (3 layers, 2 neurons in the
hidden layer) were selected to match the problem. At this point it is a good idea to save the
work you have done on the project so far.

Example:

Execute the command Save as... in the File menu and enter the filename in the window that
then appears, e.g. xor_xmpl. After you have closed the window with Save, the project is saved
as the file xor_xmpl.snl in the current directory.
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2.4 Learning Process

Training the network means executing learning steps until the actual output patterns from the
network matches the output patterns, specified by the learning data sets, as closely as
possible.

Each learning step includes:

Calculating the current actual output pattern from the input pattern;
Determining the current difference between the actual and specified output patterns;
Comparing with the difference from the previous step;

Changing the connection weights of the neurons in such a way that the difference between
the two differences becomes smaller.

A set of associated input and output patterns is called a learning data set (sometimes also
learning pair)

Here, the network must learn the behavior of a logical XOR gate using the truth table
provided in the learning data file xor.dat. The table below explains the values given in this
example set of learning data. .

Time k Input pattern Output pattern
U Input vector = | Output vector
0 0 0 0 1st learning pair
1 1 0 = 1 2nd learning pair
2 0 1 1 3rd learning pair
3 1 1 = 0 4th learning pair
Designation Input signal 1 Input signal 2 | = | Output signal Learning pair,
(Input01) (Input02) (Output01) learning data set
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At this point it is helpful to take a look at the learning data set graphically. Four values for
each variable (input or output) can be connected by a straight line and displayed as a signal
curve on the time axis. This interprets the learning data in such a way, that the four learning
pairs (learning data sets) appear on the network one after the other at times k.

Example:

If applicable open the created project xor_bsp.snl and load the learning file xor.dat. Open the
Test menu in the working window NeuroSystems and execute the command Signal
Representation. The signal curve of Input01 is displayed first. You can have the other curves
displayed by changing the selection field entry.

i NeuroSystems - New1

File Edit Targetswstem Learn Test Wiew Signal Representation  indow 7

Ml ¥ 7

[nput Cutput

Input0z

® signal Representation New1:2

Outputd w ilﬁ C:h ASiemenziMeurnSystems Wh 045 amplesh0Rhwon dat EI

1.00
0.80
0.60
0.40
020
0.00
4

Sampling Values

For Help, press F1, LM
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The figure above shows the output signal curve. On the screen, the sketched yellow curve
(trapezoidal curve) is the specified output pattern and the red curve (almost horizontal line) is
the actual output pattern of the (default) network in the current learning state. The axis
Sampling Values shows the index k of the times at which the learning pairs appear on the
network. (Because no learning process has been performed there is, of course, still a large
difference between the specified and the actual output pattern.)

Now open the 3-D display, the characteristic surface, in another window by choosing the
command 3-D Graphics in the Test menu. In the characteristic surface, the output signal is
displayed with respect to the two input signals in the horizontal plane.

i NeuroSystems - New1

File Edit Targetswstem Learn Test Wiew 3-D Graphics  Window 7

== R I R T 4

&= 3
Imputd] _.( n )_.‘ Dutput

[ mputd2 ag 3D A Al Representatio : i ]

Inputs: #: Inputdn " Inputd2
[rput0 ~
[mputds w
Cutput;
Outputd w
For Help, press F1. LM

The diagram shows a horizontal plane, representing the untrained state of the network, as the
characteristic surface. In this example, learning data is available only for the four corners of
this surface. During the learning process, the network will try to learn the output values of
these four corners as good as possible. The network interpolates intermediate values and
generates a complete surface.
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2.4.1 Starting and Stopping the Learning Process

If you have not yet loaded the learning data (for normalization purposes, for example), you
have to read them with Learn/File Selection... (or by clicking the corresponding button from

the toolbar) before you start the learning process.

Example: Starting learning:

Start learning with “Start..”. in the Learn menu. The preparations for learning are made in the
following dialog box. We first select random for the validation data . We will select 5% as the
error limit and set the learning time to 2 minutes. After clicking on OK the learning process
begins. You can observe it in the Error Curve window which then opens.

Start Learning Process

Learning [rata

Filenarne:

C:AProgram FilezhSiemensh,.. \wor.dat

[ ]rezet net befare learming

W alidation Data

Selection: randarm w

Terminate the Leaming Process

at a total relative emar of 5 z
ar after a peniod of g mintes
ar after a peniod of 10000 | steps

Cancel ] [ Help

Chapter: "FIRST STEPS"

61



‘% NEUROSYSTEMS Version 5.0 Copyright ©, Siemens AG, 2006

This initial learning process is unsuccessful and stops after 10000 learning steps.

Therefore interrupt the process with Stop in the Learn menu, if you do not want to wait for the
set values.

Answer No to the query that appears after termination.

NeuroSystems [%|

?/ Accept the trained Metworky?
-

[ es l [ Mo

The learning process error curve does not reach the error limit. In the signal curve display,
you can see that the pattern set has not been learnt at all. Learning was unsuccessful because
the random selection of validation data (which we set) is an unsuitable training method for
this network and this extremely small learning data file. In a second attempt, we shall use no
validation data.

Note: To start and stop learning quickly you can use the buttons on the toolbar.
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For further work on the project, it is advisable to set up simultaneous viewing of all the
displays by moving the window borders with the mouse or with Tile in the Window menu, for
example like this:

% NeuroSystems - New1

File Edit Targetsystem Learn Test Wiew Signal Representation ‘Window 7
Dzl & & G = 4
% 30-Gr. tion New!:: |- [T1][X] % Newt: (=1 E3)
Ql#|@? i
= [ I !
% Iroutd? Inputd? |—’( i il > {Outputot
Irputs: T Inputd2 L e |
|( \
InputOl ~ Input02 | \-
Inputd2 “
Output:
Outputdl B

|2

Actual Emror: C:A. . AMeuroSystems WE.0MS amplesi<0R \xor. dat _@_J
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For Help, press F1.

Note: During the learning process you can follow the changing characteristic surface. It
alters with the learning progress. This enables a graphical rating of the learning
success.

Example: Improving the learning process:

Start learning again and set none in the validation data selection box in the Start Learning
Process window. The error limit and the learning time are set to 5% resp. 2 min., as supplied
before. The learning process now reaches the error limit and is terminated successfully. The
result of the learning process is satisfactory. You can answer Yes to the query about whether
the learned network is to be saved under the name xor_bsp.snl, because the learning result is
an improvement.
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The signal representation shows a good match between the actual curve (red on the screen)
and the specified curve (yellow sketched on the screen). You can rotate the 3-D diagram
horizontally and vertically with the sliders on the edge of the display (by dragging them with
the left mouse button) to obtain the view you require. You will notice that the corners of the
input/output surface represent the XOR behavior of the system well. Looking at the diagram
you are able to decide, whether you are satisfied with interpolated surface generated by the
network, or whether you want to retrain the network using different parameters for "better"
interpolation characteristics.

Note: Validation data are, of course, usually necessary but in this case, they reduced the
learning data, of which there is little enough anyway, and they were not
representative.
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2.4.2 Editing the Learning Data File

2.4.2.1 Structure of the learning data file

A learning data file contains the numeric values of the input and output patterns in an ordered
fashion. It is a text file in ASCII format and can be edited and created with any text editor. In
practical use, the learning data file is usually the result of computer-assisted measured value
acquisition. In the example below, the notepad of Windows is used as the editor.

Example: With the Start/Programs/Accessories/Notepad Windows menu command
sequence you can open an empty editor window. You can then load the learning
data file xor.dat with the command sequence File/Open... from the Samples
directory of your NEUROSYSTEMS installation.

File Edit Format  Wiew Help

|l el ]
|l el
Lol ol el

The first column contains the sequence of number of Input01, the second Input02
and the third column the values of Output01.

A learning data file in NEUROSYSTEMS has the following structure in the general editor
window:

e A row contains a set of input and output patterns (learning data set).

In the row, the numbers are separated by blanks or the tab key.

Each row is terminated with Enter.

There are as many rows as there are learning data sets in the learning data file.

The first column contains all numeric values of the first input.
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e The following columns are the remaining inputs and then the outputs in ascending order by
their numbers.

Note: In a learning file, the number of columns must be equal to the sum of the number
of inputs and outputs of the network in question. Please pay attention that the
learning data file does not contain **contradictory’ data sets! If you assign an
input vector to different output vectors (in two or more data sets, for example), a
certain rest error will remain after the learning process. In this case the network
has to obey contradictory learning aims. The training result will be a compromise
with an unavoidable (sometimes very large) error.

2.4.2.2 Changing the learning data file

You can modify the learning data by simply changing the numeric values. Before we deal
with the problems of validation data let us create an example validation data file.

Example: Change the file xor.dat as follows in your editor. Please notice that you you need
to use a period instead of a decimal comma.

File Edit Format Wiew Help

0. 03 0,03 0. 02
0,87 0,03 0,98
0. 03 0.97 0. 98
0.97 0.97 0,02

In the File menu of the editor we shall save the file with the name xor_val.dat with the
command Save as... in the NEUROSYSTEMS Samples directory. You can exit the editor by
closing the window.
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2.4.3 Evaluating the Learning Process

If we look at the 3-D graphic representation window of the network generated (XOR
example), we can summarize:

e The output values of the four learning data sets (represented by the four corners of the
surface) were learned "pretty good".

e The interpolated surface between the these corners possibly does not show the desired
characteristic. So you probably want to have "softer” transitions or larger regions where
the output stays near to "1" or "0".

In training a neural network there is generally a danger that the data to be learnt will be learnt
"formally and parrot-fashion”. In this case, a data set that deviates from the learnt data set
only by a small amount is not recognized as being similar when the network will be executed
on a targetsystem (runtime modules).

With the use of validation data you can check whether the required "global™ input/output
characteristic has been learnt or only a certain set of data. The network learns using the
available learning data and checks the learning aim using the validation data.

NEUROSYSTEMS provides four different ways of selecting suitable validation data in the Start
Learning Process window.

As the default setting NEUROSYSTEMS enters none. With the random setting 40% of the data
sets to be learnt are selected at random. The network is trained with the remaining 60% of the
data sets to be learnt, while validation is performed with randomly selected data sets.
However, this is only suitable if you have an sufficient number of data sets available in the
learning data file.

The way the validation data is selected, can influence the quality of the learning process of
NEUROSYSTEMS. For example, remember how random selection of the validation data did not
lead to success in learning the XOR behavior even after a large number of learning steps. In
cases like that with too little learning data, it is advisable to pick no validation or a validation
data file.
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Example:

The current network (saved as xor_xmpl.snl) has been trained with the XOR data sets using
no validation data. Now we want to restart from an unlearned network again and try to train
the network following these requirements:

e The transitions of the characteristic surface (3-D graphic representation) should be very
"soft".

e The network should be validated using the file xor_val.dat which we created above.

e The error of the trained network should be less than 3%.

Create a new network. As above, select an MLP network with one hidden layer. To achieve
the soft transitions raise the number of neurons of the hidden layer from 2 to 5. The ranges are
determined by the xor.dat. Open the 3D display and the Start Learning Process window with
Learn/Start. Choose file for the validation data and select the file xor_val.dat. Set the error
limit to 3%. Start the learning process by clicking OK and observe the learning process in the
3-D graphic representation window.

The network you have trained now shows the desired characteristics. Using the validation
data file you forced the surface not to rise or fall steeply around the four "XOR training
corners”. Raising the number of neurons causes the surface to be smoother.
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The design phase has now been completed. For complicated tasks in particular, it is advisable
to analyze the network behavior in depth using the error diagram, the 4-D graphic
representation, the vector and signal representation and the curve plotter. All testing tools are
described in Part IV of this Manual in detail.
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3 Runtime Modules

This part of the manual provides a systematic overview of Runtime modules of
NEUROSYSTEMS.

3.1 SIMATIC S7-Funktion Blocks (FBs)

The neuro system is created with NEUROSYSTEMS and loaded into an SIMATIC S7-CPU for
execution or process.

To communicate between the configuration tool and the SIMATIC S7, you require at least the
NEUROSYSTEMS configuration tool, the SOFTNET product from SIMATIC NET, as well as an
MPI card (Multi Point Interface) on the PC.

On the S7 side you require the corresponding CPU (e.g. CPU 314-1 or CPU 412-1) as well as
the corresponding function and data blocks which will load the neuro system.

Attention:  CP5511 will not be supported.

3.1.1 General

NEUROSYSTEMS S7 blocks can be used for process control in the same way as other
SIMATIC S7 software components in the same programmable controllers — and also in
conjunction with the functionality of other blocks.

The algorithms for a particular neuro application are calculated in the processor (CPU) of the
SIMATIC S7 programmable controller and, more precisely, after an unconditional call by a
user program or cyclically at time-controlled intervals. The results are stored in the associated
instance DB and forwarded to the peripherals accordingly.

When being used by the SIMATIC S7 function blocks, each neuro application is represented
by its DB (instance DB), which is described implicitly by the NEUROSYSTEMS configuration
tool.

Knowledge of SIEMENS STEP 7 software is necessary for the interaction with the SIMATIC
S7 blocks.
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3.1.2 Library Contents

For the SIMATIC S7 series of controllers, the following function blocks for NEUROSYSTEMS
exist:

FB 100: Function block for S7-300/400 (2246 Bytes)
FB 101: Function block for S7-400 (2210 Bytes)
DB 100: Data block for FB 100 (4278 Bytes)
DB 101: Data block for FB 101 (20626 Bytes)

For the SIMATIC S7-300/400 there is a 4Kbyte data block and a larger 20Kbyte data block
available. For both DBs, an FB exists which is designed for the DB. It is possible to
implement several neuro networks with one DB for each system and a common FB for all
systems.

Information: FB and DB can be renamed.

3.1.3 Block Structure

In the neuro function block (FB), all algorithms and procedures are implemented with the all
the functionality that goes with high performance neuro application:

The instance data block (DB) in the CPU of the programmable controller sets up the
interface between the function block, the configuration tool and the user. When calling the
FBs, the inputs (INPUTL,...,INPUT100) must be provided with the desired values, i.e. the
addresses of where the inputs are stored should be stated. After being processed by the FB,
the values written to the outputs can be read out from the instance DB.

The neuro input/output behavior is 'implicitly' entered by the configuration tool into the
instance DB. You can transfer several neuro applications to- and operate them on one CPU.
Each application is stored in a separate DB, which can be assigned any number. It must also
be noted that in the neuro configuration tool, the DB number, in which the values are entered
must match
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CALL FB100 DB100
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3.1.4 Block Diagram and Parameters of the FBs

The neuro function block for S7 applications has the following block diagram:

NEURO
INPUT1 ERROR
INPUT2 OUTPUTT

INPUT3 OUTPUT2

Input parameters

The following table shows the data types and the structure of the FB input parameters.

FB/DB 100

Byte |Parameter |Data type Description Default
62 INPUT ARRAY[1.4] 4 Neuro-inputs 0.0 each
(*4) REAL

FB/DB 101

Byte |Parameter |Data type Description Default
62 INPUT ARRAY[1..100] |2100 Neuro-inputs 0.0 each
(*4) REAL

Output parameters
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The following table shows the data types and the structure of the FB output parameters.

FB/DB 100

Byte |Parameter |Data type Description Default
0 ERROR BYTE Processing-Information B#16#0
78 OUTPUT ARRAY[1..4] 4 Neuro-Outputs 0.0 each
(*4) REAL

FB/DB 101

Byte |Parameter |Data type Description Default
0 ERROR BYTE Processing-Information B#16#0
462 |OUTPUT ARRAY][1..10] 10 Neuro-Outputs 0.0 each
(*4) REAL

Additional parameters

In addition to the input and output parameters, the FB also has two further parameters:

FB/DB 100
Byte | Parameter Data type | Description Default
2 START_STOP |INT >< 0: Execute neuro-application 0

== 0: Do not execute neuro-application
94... |DATEN BYTE Internal field for the FB B#16#0
FB/DB 101
Byte | Parameter Data type | Description Default
2 START_STOP |INT >< 0: Execute neuro-application 0

== 0: Do not execute neuro-application
502.. | DATEN BYTE Internal field for the FB B#16#0
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3.1.5 Calling the Function Blocks

1. The neuro function block (FB) must be called by the user. The call can be made on a
cyclically (in OB1) and/or on a time-controlled program execution level (e.g. every 100ms
in OB35) and it the same applies for both FBs. The FB must be called unconditionally. It
is controlled via the START_STOP variable in the instance DB.

2. During a call to the function block, you must specify the desired instance data block (neuro
DB) that contains the neuro application, which was loaded and created using the
configuration tool.

3. Unused inputs or outputs must not be connected.

4. Example:
A minimum call with the ERROR parameter would have the following listing:

‘ STL

CALL FB100, DB100
( ERROR := MB100) ;

Note: In a new neuro application, the FB must be entered into the empty data block first.
Only when it is entered, the data block is recognized as a neuro data block by the
configuration tool and NEUROSYSTEMS can build-up a connection to the data block.
Afterwards the data block can be written and read.

Note: You can freely change the numbers of both neuro function blocks - within the
limits of the CPU. The presets are FB100 (for the “small” DB) and FB101 (for the
“large” DB). They can be renamed using the STEP 7 software.
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3.1.6 External Setting of the 1/0s

External access to the neuro application in the program is possible if the DB is created as an
instance and the name is defined in the symbols.

Example:

Symbolik des DBs

T "Pendel".INPUTI
Variable im DB

L "PENDEL".OUTPUT2

usw

3.1.7 Execution Control

Execution of the neuro application must be controlled via the START_STOP variable in the
data block. This variable can be controlled and read by the operator. The configuration tool
also changes the START_STOP variable during the data transfer.

You can directly influence execution of the neuro application via the START_STOP variable:

START_STOP Meaning

=W#16#0000 The neuro application is not being executed

#W#16#0000 The neuro application is being executed

Note: If you do not want a neuro application to be executed cyclically, you can control

execution with the value of the START_STOP variable: e.g. by calling the
function block in OB1 and by forming a time slice in the time-controlled OB.

3.1.8 Influence using the Configuration Tool

The execution of the neuro application is also controlled by the configuration tool. Before
transmission of neuro data to the DB from the PG/PC is carried out, execution is stopped by
setting the START_STOP variable to W#16#0000. After transmission, the tool enters the
value not equal to W#16#0000 in the START_STOP variable, which allows execution to
resume.
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Example:
STL Explanation
L 0
T "Pendel" .START STOP Do not execute neuro-system
1 123
T "Pendel" .START STOP Execute neuro-system
1 "Pendel" .START STOP
1 W#16#FFFF
==I
= M 10.0 Change of the neuro
application by the
configuration tool
Note: The configuration tool always allows execution after a transmission even if the

START _STOP variable was set to W#16#0000 by the user program before
transmission.

3.1.9 Evaluating the Parameter "ERROR"

The block provides information about the state of the neuro application via the ERROR
parameter. This information is subdivided into three categories: No error, Warning and Error.

e Noerror

If execution of the neuro application was completed without error, the variable ERROR =
"B#16#00".

e Warning

If the START_STOP variable = W#16#0000 (neuro application not being executed), the
ERROR parameter = B#16#01.

This shows you that the outputs have not been updated, but are actually the old values.

e Error
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If an instance DB of the correct length is present in the CPU but no neuro application has
been loaded from the configuration tool, the ERROR parameter = B#16#11.

If the length of the instance DB specified is inadequate, the ERROR parameter = B#16#21.

Content Interpretation

(B#164#...)

00 No error has occurred during execution

01 Execution of the neuro system is blocked by the user or the configuration
tool

11 The instance DB contains no valid neuro system

21 Length of the data block is inadequate (no neuro-DB)

Note: If an error is found or a warning occurs, the outputs are not deleted. After

evaluating the ERROR variable, you must decide whether the old output values
are to be processed or whether a defined value should be outputted.

Caution: If the FB finds a warning or error, execution of the function block is terminated
immediately.
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3.1.10 Typical Execution Times

Execution of neuro functions are computationally intensive operations. The execution speed
of specific neuro applications depends on the performance of the CPU used. The more often
the CPU must calculate the output variables per unit time, the lower the number of neuro
systems that can be installed. Depending on the number of inputs and outputs, the number of
neurons, the weights, the network type and the automation device, there are differing
processing periods. For your applications the following processing period measurements can
be helpful (S7-300 with CPU 314 and S7-400 with CPU 413-1):

Inputs 2 4 4 4 4
Neurons 1 2*15 2*40 49 50
Outputs 1 2 2 2 2
Weights 5 347 1922 345 352
Network Type MLP MLP MLP MLP MLP
S7-300 ca. 6,5ms ca.215ms | impossible | ca.265ms | impossible
S7-400 ca. 3,3ms ca. 86 ms ca.260ms | ca.137ms | ca.l1l4lms
Inputs 4 4 4 100 100
Neurons 25 10 4 16 2*14
Outputs 2 2 2 10 10
Weights 177 72 30 1786 1774
Network Type MLP MLP MLP MLP MLP
S7-300 ca. 140 ms ca. 58 ms ca. 25 ms impossible | impossible
S7-400 ca. 70 ms ca. 27 ms ca. 11 ms ca. 86 ms ca. 118 ms
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3.2 SIMATIC WinCC

3.2.1 Installing the WinCC-OLL

For the various versions of SIMATIC WinCC there are available various OLLs, which you
can free download.

Additional you can use ActiveXControl for WinCC (see next chapter).

After download the OLL, please copy the following files to the "bin" directory of WinCC
(normally c:/Siemens/WinCC/bin):

neuro.oll Object DLL that implements the neuro module in WinCC 3.1 or 4.0.

NeuroDLL.dlIl  Provides functions that neuro.oll requires.

neuroio.dll Provides functions that neuro.oll requires.

neuroenu.Ing Is required for the English WinCC user interface.

neuroFRA.Ing Is required for the French WIinCC user interface.

3.2.2 WIinCC Applications with the WinCC-OLL

3.2.2.1 Editing Actions for a Neuro Object

The following actions must be performed.

e Put the Neuro.oll into the WIinCC picture
e Assign the snl file with the file-path

e Create internal WinCC variables

e Link the variables with the 1/O field

Next, you have to edit a C-action, which

e Gets the internal variables

e Sets the neuro inputs

e Queries the neuro outputs

e Sets the internal variables as the output value

It’s also acceptable to put the C-action after inputl. This C-action is then called cyclically.
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3.2.2.2 Example C-Action for Neuro Object “Neurol”

#include "apdefap.h"

double _main(char* IpszPictureName, char* IpszObjectName, char* IpszPropertyName)

{

double dTarget; /I local variable
double dActual, /'local variable
double dDiff; [/l local variable
double dNeuroQutput; I/ local variable

dtarget = GetTagDouble("target value™); // get value of the internal variable target value

dactual = GetTagDouble("actual value™); // get value of the internal variable actual value

dDiff=dTarget-dActual, /ldifference creation
picture name object name 1% input
SetPropDouble("neurodemo”,"Neurol”,"Neurolnl"”,dDiff); //set Neuro-input
Read output 1% output

\

dNeuroOutput = GetPropIgouble("neurodemo","Neurol","NeuroOutl"); //query Neuro-output

dActual = GetTagDouble("actual value"); /lquery actual value

dActual = dActual - dNeuroOutput; /Icalculate new actual value

New value of internal variable.

SetTagDouble("actual value",dActual); /lset actual value

return dDiff;
}
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3.2.2.3 Simple Neuro Example

#include "apdefap.h"”

double _main(char* IpszPictureName, char* IpszObjectName, char* IpszPropertyName)
{

double Input-valuel;

double Input-value2;

double Qutput-valuel;

Input-valuel = GetTagDouble("el"); // get internal variable il
Input-value2 = GetTagDouble("e2"); /I get internal variable i2

SetPropDouble("NewPdl0","Neurol”,"Neurolnl",Input-valuel); //set Neuro-input 1
SetPropDouble("NewPdl0","Neurol","Neuroln2",Input-value2); //set Neuro-input 2

Output-valuel = GetPropDouble("NewPdI0","Neurol","NeuroOutl"); //query Neuro-outputl
SetTagDouble("ol1",Output-valuel); //set internal variable 01

return Output-valuel;

}

3.2.2.4 Limitations

Please be aware, that the WinCC-OLL neural network is only active when the picture is
active.

If you would like the neuro network to be always active, you must additionally put the
WiInCC-OLL into the overview picture.

Online-monitoring such as that with the SIMATIC S7 components is not possible with the
WinCC-OLL.

Note:From the version WinCC V6 SP1 on there are no OLL-objects any more.
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3.3 ActiveXControl

3.3.1 Installing the ActiveX Control

The component will be installed at the same time as NEUROSYSTEMS and using the same setup
program.

The setup program will install the control’s file (NeuroSystems.ocx) into the relevant folder.

Setup will register the component on your system so that it will be available to
programs/containers that capable of inserting ActiveX controls.

If, however, the component needs to be registered manually follow these steps:
1. Press the “Start’ button
2. Select ‘Run’

3. Enter “regsvr32 “<path to NeuroSystems.ocx>"" in the text field
e.g. “regsvr32 "C:\...\ NeuroSystems V5.0\ActiveXControl\NeuroSystems.ocx"”

4. Press the “‘OK’ button

Run 2|

Type the name of a program, Folder, document, or
Internet resource, and YWindows will open it Faor you,

CIpEn: IregstE " SIEMERS I T4Induskry Shared Meuros: j

0, I Zancel | Browse, ., |
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3.3.2 The Properties

The control has 113 properties that can be divided in four groups:
e File path (1)

e Input values (100)

e Output values (10)

e Trigger (2)

The properties are listed in the list below:

Properties: Description:

NeuroFilePath The path to a valid NEUROSYSTEMS file (.snl)

Neurolnl First input (of type: float)

Neuroln100 100th input (of type: float)

NeuroOutl First output (of type: float)

NeuroOut10 10th output (of type: float)

Trigger change from 0 to 1, control calculates new output (of type: boolean)

TriggerSetup =0, the control waits for Trigger property
=1 the control calculates the output values every time an input value
changes (of type: short).

There are 100 input properties, each with the name Neuroln and the number of the input (1
to 100 inclusive) appended to the end of the name e.g. Neurolnl, Neuroln2, NeuroIn3 etc.

The property is of type “float’.

There are 10 output properties, each with the name NeuroOut and the number of the output
(1 to 10 inclusive) appended to the end of the name e.g. NeuroOutl, NeuroOut2, NeuroOut3
etc. The property is of type “float’.
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The NeuroFilePath is normally an input — it specifies the file path to a valid NEUROSYSTEMS
file (.snl).

As soon as the path to a valid NEUROSYSTEMS file (.snl), then the values of the inputs will be
used to calculate the outputs and the outputs will be overwritten.

The NeuroFilePath property only allowed to be the path to a NEUROSYSTEMS file (.snl). An
invalid file path will be replaced with an error message. The property will also change to an
error message if no NEUROSYSTEMS ++ license is found or the authorization checking process
fails.

The error message can be removed when the problem is solved, i.e. the license is put on the
system, AuthorsW is installed etc. The error text will actually change when a new file path is
loaded.

The value of the TriggerSetup property can be set to 0 or 1. If it is set to 0, the control waits
for the Trigger property to change from 0 to 1 to calculate the new output. However, if it is
set to 1 the control calculates the output values every time an input value changes.
TriggerSetup property is an Integer, the Trigger property is a Boolean.

Each of these properties can be set manually.
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3.3.3 The Events

The properties are listed in the table below:

Event: Description:

NeuroOut1Changed The value of the first output has changed
NeuroOut2Changed The value of the second output has changed
NeuroOut3Changed The value of the third output has changed
NeuroOut4Changed The value of the fourth output has changed
NeuroOut5Changed The value of the fifth output has changed
NeuroOut6Changed The value of the sixth output has changed
NeuroOut7Changed The value of the seventh output has changed
NeuroOut8Changed The value of the eighth output has changed
NeuroOut9Changed The value of the ninth output has changed
NeuroOut10Changed The value of the tenth output has changed

These events are fired (called) when the values of the outputs change. This happens when a
valid NEUROSYSTEMS file (.snl), is loaded and when the inputs change while a valid
NEUROSYSTEMS file (.snl), is loaded.
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3.3.4 The Property Page

The property page allows you to enter the path to the NEUROSYSTEMS file (*.snl) and you can
also browse your computer and local network for the file. The path will be entered into the
text box when the ‘Open’ window is closed. You can also specify the control's behaviour as to
when calculating the output values is desired via the “Trigger setup”.

NeuroSystems Properties El

Eeneral |

Enter file path or use the browse button to find the .zl file
IE:'\SIEMENS'\IHIndﬂ W euS 1 Active™ T war_le™1 . znl

Browsze. .. |

TriggerSetup - Trigger new calculation

* 0 - on 'Trigger-property changed 0-31

1 - on inputvalue changed

k. I Cancel Apply

Note: The file path is not applied to the control yet — you must press the ‘OK’ or
‘Apply’ button.

If there is no license or a problem with the license, then there will be an error
message in the ‘Properties’ window the next time the window is opened, i.e.
when you use the apply button and the authorization process fails, the path will
remain in the text field until the property page is closed. It will be replaced the
next time the property page is opened.

The same applies when a license error message appears and a license is copied onto the
system however the text will not change until a new file path is loaded.
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3.3.5 Graphical Interface

The control is drawn as a fixed-size control, i.e. it cannot be made larger or smaller. In some
programs it may be possible to zoom in an out but the control will remain a fixed size.

It consists of 3 main parts:

1. The main icon to show the general status of the control

2. The input and output arrows to show how many inputs and outputs are being
processed — defined by the NEUROSYSTEMS file (.snl) that is currently loaded

3. The background

Normal Mode

@@D

This is when the license is found, a valid NEUROSYSTEMS file (.snl) is loaded and all the DLLs
are available and functioning correctly. You can see the normal icon in the center and small
icons indicating the number of inputs and outputs defined by the NEUROSYSTEMS file (.snl)
currently loaded. The inputs are shown as arrows on the left of the main icon when they are
less than or equal four. Are there more than four inputs, a number between two arrows shows
the amount of the inputs. The same counts for the outputs on the right.

+Hid
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Error Mode

When this picture is drawn then no NEUROSYSTEMS file (.snl) is loaded, or no license was
found or the license could not be authenticated because a DLL is missing or corrupted.

When this icon is shown,

Check the ‘NeuroFilePath’ property to ensure that a file path has been entered,
Then check that the file exists,
That the file is valid and not corrupted (open it in NEUROSYSTEMS),

That the NEUROSYSTEMS Base License is on the computer

a > w dpoE

And finally that AuthorsW is installed and AddOnAut.dll is located on the system in a
folder listed in the “Path’ environment variable of your computer.

No NeuroDLL Mode

When this picture is drawn then the NEUROSYSTEMS DLL (NeuroDLL.dll) was not found or
could not be loaded. Check that the DLL is on the computer
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3.3.6 Using the Control in SIMATIC WiInCC

Note: Please be aware, that the NEUROSYSTEMS ActiveX control is only active when the
picture is active.

3.3.6.1 Registering the ActiveX Control with SIMATIC WinCC
SIMATIC WinCC can also register controls using the following steps

e Open the “Select ActiveX Controls’ dialog box by

e Opening WInCC Explorer, right-clicking ‘Graphics Designer’ and selecting ‘Select
ActiveX Control’ from the menu.

(E" WinCCExplorer - D\ FuzzyProject'\FuzzyProject.MCP = |EI 1[
File Edit ¥iew Tools Help

JD@|IP|%E|QE §||Kg|

El- #* FuzzyProject Mamne | Type | Last Change |1

‘@ Carmputer i ]
[]--ﬂﬂ]}] Tag Management No Objects exist

'E Structure tag
o
B Al
ﬂ Taagr HNew picture
-5 Rep Graphic OLL
i ot
Tess  Convert pictures
M Jse  Convert glabal library
8 Cro: Convert project library
& Loat -
e Red
-l User Archive
{7 Time synchronization
B:Iﬂ Horn
,%L Picture Tree Manager

B ifebeat Monitoring
% O5-ProjectEditor

Cpen

Select Activel Control

Properties

4 | i
FuzzyProjecticraphics Designer’ |U object(s) UM v

e Or by opening ‘Graphics Designer’, clicking the *‘Control’ tab in the *Object Palette’,
right-clicking on any of the controls and choosing ‘Add/Remove’ from the menu that

pops up.
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|‘:| Graphics Designer - [NewPdI1]

ﬂ— File Edit Yiew Insert Arrange Tools Window Help

=10l
=@l

IDEd| |t B oe | S P

RAA&K|ZZ| M=

||':@ Academy Engiave 7| [T ~| Tj ‘;t'

EEOECOONCNE

[(IENEEEEN

1
I
[=)

100.000 =

g
fun)
=
= |

=
=
=

=1
=

ElEE

34

_____ _' |

----- @ WinCC Channel Diagnosis C
----- £# WinCC Digital{Analog Clack
----- #WinCC Dme Control

----- A WIRCC Function Trend Cant,
----- (@ WinCC Gauge Control

----- A WinCC ITag3etz MasterChrl
----- £ winCC Orline Table Control
----- 2 Wi Gnline Trend Contro
----- LI WinZC Push Button Contral
..... 1§ wincC Slider Contral

g winiCC User Archive - Table

rd Controls
i

—Style Palette

|E|-- Ling Style —e—
FAE s -
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The following Dialog appears:

Select OCX Controls ed |

Axailable DCX Contrals: [384]

-] Siemens HMI Sernbol Librar 1.3 il
-] WInCC Alarmn Control

- [¢f] WinCC Channel Diagrosiz Contral

-] WinCC Digitalnalog Clock Contral

-] WInCE Dmc Contral

-] WInCC Function Trend Contral

-] WiInCC Gauge Control

-] WINCC 1T agSet? MasterChl

- [¢f] WinCC Online T able Contral

-] WiInCC Online Trend Contral

-] WinCC Push Button Control

- [¢f] WinCC Shider Caontral

-] WInCE User Archive - Table Element

] WiINCC_wWE WinCCwehB roweser hd

— Detailz

Path:

ProglD:

[rregizter 5= | Register OCx,. ... |

] LCancel |

e Click ‘Register OCX....

e Locate NeuroSystems.ocx and click ‘Open’

open 2| x|
Lok ir: Ia Shared j = EF -

%] Addonaat. di

E FuzzwConkrol, o
E FuzzwDLL.dl

E MeuroDLL, dl

File name: |Neuru:|5ystems.nm-: Open I
Files of type: | Ole Controls [ oc,dll =] Cancel |

¥ Open az read-only

Vi
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The ActiveX control is now registered on the system.

3.3.6.2 Inserting the ActiveX Control in SIMATIC WinCC
e Open the “Select ActiveX Controls’ dialog box by nicht wie im Deutschen

e Opening WIinCC Explorer, right-clicking ‘Graphics Designer’ and selecting ‘Select
ActiveX Control’ from the menu.

£ WinCCEnplorer - D:\FuzzyProject'FuzzyProject.MCP =10] x|

File Edit ¥iew Tools Help

Y & e |
- 8% FuzzyProject ame | Type | Lask Change | Ir

‘@ Computer . .
G- Tag Management No Objects exist

- B Structure tag

ﬂ— d Open

<& Alar )
Mew picture

Graphic OLL

Select Acti ank

B Tew  Convert pictures

M Use Convert global library

8 Croe Convert project library

Properties

-k User Archive

Time synchronization
B Horn

~&h Picture Tree Manager

g Lifebeat Maonitaring

% O5-ProjectEditor

all | i
FuzzyProjectiGraphics Designer! |0 obiect(s) BLM 4

e Or by opening ‘Graphics Designer’, clicking the ‘Control’ tab in the *Object Palette’,
right-clicking on any of the controls and choosing ‘Add/Remove’ from the menu that

pops up.
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|‘:] Graphics Designer - [NewPdI1]
-ﬁ— File Edit Yiew Insert Arrange Tools ‘Window Help

=10l x|
=181

ID@FHE|»|[2E2R(oe (&S| |+

QRQ&|22Z|M=

“']1' Academy Engra‘ij |1 ﬂ T:‘ ‘ﬁj

............................ & | - Ok
.. ............................ L kSele"‘:“ .
.. ............................ | . Edd,fRemD'\"E
Bl e e
Om e . @ WinCC Channel Disgnosis C

S ] - &# 'winCC Digitalfanalog Clack
D . ................................. # WinCC Dme Contral
mm | ] 4 WinCC Function Trend Cant

e @ WinCC Gauge Contrel
l:l . ................................. 0 WinCC ITag3etz MasterCkrl
L I e (= £ WinCC Online Table Cantral
................................. d WinCC Online Trend Contro
b e e 1% WincC Push Buttan Contral
FZoom——{ Ll il e 15| wincc slider Contral
= - EE WinCC User archive - Table
0 T I
S0 |
IR0 [f
S| DRSS
A0
L
. 4 »*

Cooocicoicoooccoceesee e | %3 Standgd B Controls

CULLIIIIIIII Il ey Palette

S “E--LineSt}lleu

............................ _| Calid

e The following Dialog appears:

Select OCX Controls

Axailable OCx Controlz: [384)

- Siemens Hl Sprmbol Librar 1.3
[ WIRCC Alarm Control

[ WInCC Channel Diagnosis Control
[ WiInCC Digital&nalog Clock Control
[ WiInEC Dimc: Control

[ WiInCC Function Trend Control

-] WInCC Gauge Contral

-] WIRCC 1T agSet2 MasterChl

-] WInCC Online Table Contral

- WIRCC Online Trend Control

-] WInCC Push Button Control

] WIRCLE Slider Control

-] WAREC User Archive - Table Element
] WIREC_WE WinCOwWebBrowser

— Detailz

Path:

FroglD:

nregister, M= |

Register OCx.... |

0k

LCancel |
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e Controls with a red tick in the checkbox are available in the Object Palette of
‘Graphics Designer’ and are listed before all other controls in this dialog box. Scroll
down the list until you find NEUROSYSTEMS, place a tick in the checkbox and press

[1 O K’
Axallable 0T Controls: [385]
[ MMActiveTlisnt Control -

-] MMCCrl Class

-] M5Chartwiz. Subiwizard
-] M5DTHostChl Class
-] M5DTHostChl Class
-] M5DWDADm Clazs

-] M5FlexGridwfizard. Subtizard
-] Msie Contral

-] MSI0Ff Contral

-] M5PropertyT reeCH Class
-] MSREdit Class

-] M5WebDVD Class

-] MetMeeting Application
Sk M eLroSystems

— Detailz

Path:  CASIEMEMSMTAIND 145 haredW\MELROS 1,05

ProglD: MEUROSYSTEMS. MeuraSystemsChl 1

Urregister 00 | Beqizter 0T, .. |

k. Cancel |

e The window will close and NEUROSYSTEMS will be available in the object Palette. To
remove it, reopen the ‘Select OCX Controls’ dialog and uncheck the checkbox.
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ol
ﬂ— File Edit Yew Insert Arrange Tools ‘Window Help _|ﬁ||5|
IDEE|» |t BRox 8| SW| |- @aQ & 22 |4 =2
“ﬁ' Acaderny Engravej |1 j 'I':| ﬂﬁ:‘
rZoon—— — IR | - Object Palette
- 500 L :
e I e B T ==
Eﬂ [N A (: E MeuroSystems
oo O T : ibrary
isp RS B4 wincc flarm control
J Omy ] B WinCC Channel Diagnosis ©
E D. e e £® winCC Digitalfanalog Clock
Zm .. ............................. #A WincC Dme Control
| Om e = M WinCC Function Trand Cant
|1UU.UUU <L) {@ WinCC Gauge Contral
| EE D e (1] I 3 WinCC ITagSetz MasterCtel
S HIEE £ WinCC Online Table Control
S ] 4 WinCC onling Trend Cantro
] 1*] wincC Push Button Cartral
............................. 75| wince Sider Control
B -JEE WinCC User Archive - Table
B [ WinCC_WE.WinCCWebBirov
............................. p.L WInCCYiewerTraceCtrl Clas:
R 1
R *a Standard E5| Controls
4| | 3
fof1]2(3a[5[6]7 8[91011/12(13[14/15 » |[0-Laven
5= 0 mE =D E
For [English {United States) |Controlz 4+ [wiz2a vi116 i [z 4

e To select the control, click on it once with the left mouse button

® To insert it into a picture (while it is selected), simple click on the picture once with
the left mouse button.
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|‘:] Graphics Designer - [NewPdl1]
-ﬁ- File Edit Mjew Insert Arrange Tools  Window  Help

=10l %]
A

IDERE|» tBE w = |&| P

W] e

@ Q&|22|

| Academy Engrave x| 1 =] T:| “ﬁ]

_EDDITI — .. = —gbiect Palette
- s00 . . ------------------------ k Selection
sgnol (O oo B Meurosystems
U cooo (DM B siemens HMIL Symbol Library
T e o IEEEEEEE R g WinCC alarm Conkrol
g% ] o :'F' R O I .| B WinCC Channel Diagnosis C
5@ ) 'H' -------------- £ wincC Digitalf Analog Clock
o || 2 e
el —m el _/_*1 WiniZC Function Trend Conk
T I ] ||| (@ WinCC Gauge Conkrol
w0 e = WinCC ITagSet2 MasterCtrl
& ] e § WyinZC Online Table Control
==L ) .- 2 winCC orline Trend Contro
e e _* ] WinCC Push Button Control
........................ | wWincC Slider Contral

« | _,|_I *a Standard Controls

|k WinCC User Archive - Table
[ WinCC_WE.WinCCWebBroy
----- B wincoviewer Tracech Clas:

al | B

fo 123 4/5/6 78 9[101112(13[14/15 » |[ 0-Laven

|I& =l m ol I E e E = E

For |[English {United Skates) |Contrall
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3.3.6.3 Setting the Properties with SIMATIC WinCC

To set the properties, right click the control and select ‘Properties from the menu’

Zuk kel

Copy CErl+iC
Cuplicate

B paste Ehrl
Delete Dl
Cuskomized object L4
Group objeck L
Linking L4

Configuration Dialag, ..

Then select ‘Control Properties’ from the ‘Properties’ tab.

i Object Properties

e

‘Wlfflfl INeurDSystemsEtrl
T

IE:::ntru:uI'I

[

El- NgurDSystemsCtrl

Atkribuke

i (GEOmEtry

Miscellaneous MeuroInz

urolns

MeuroInd
MeuroIns
MeuroIng
MeuroIn?
MeuroIns
MeuraInd
MeuraInlO
MeuroInll
Meuralnlz
Meuralnls
Meuralnl4

4| . e

Skatic

ynamicl Cu... | -

o

0, 00a000e+000
0, 00a000e+000
0, 00a000e+000
0, 00a000e+000
0, 00a000e+000
0, 00a000e+000
0, 00a000e+000
0, 00a000e+000
0, 00a000e+000
0, 00a000e+000
0, 00a000e+000
0, 00a000e+000
0, 00a000e+000
0, 00a000e+000

I iCicicicicicicicicicicicic]
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Now, each of the properties listed can be set manually and other WinCC functions can be
defined to interact with these properties. The changes are executed immediately so the values
of the outputs will be updated if a NEUROSYSTEMS file (.snl) is loaded and they will also be
updated after each change to the inputs.
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&

3.3.6.4 Reacting to the Control’s Events in SIMATIC WinCC

To react to an event fired (caused) by the control, right click the control and select ‘Properties

from the menu’

SN i Cut Chrl+
o Q:upy CErl+iC
""" Cuplicate

------ 2 paste Chr{+Yy
------ Delete Dl
C Customized object S
S Group object *
""" Linking r

Configuration Dialag, ..

Then select ‘Object Events’ from the “‘Events’ tab.

i Object Properties

21|

-lelffl INeurDSystemsEtrl

Properties  Events I

IEDntrDH

El- Nguru:uSystemsCtrl

- Cbject Events
EI Property Topics
-- Geometry
- Miscellaneous

Execute in the case of | Ackion
MeuraCutlChanged &

2Changed éz’
MeuroCut3Changed & C-Ackion. ..
MeuroCut4changed g YBI-Adion...
MeuroOutSChanged & Direct Connection. ..
MeuroCut&Changed & Delete
MeuroCukFhanged &
MeuroCutaChanged &
MeuroCutaChanged &
MeuraCut10Changed &
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An ‘Action’ can be configured for each time an event is fired — in this case a ‘C-Action’,
‘VBS-Action” or ‘Direct Connection’. Double-clicking on the *Action’ symbol opens the
‘Direct Connection’ dialog and a right mouse click opens the context menu illustrated here.

3.3.6.5 Example:

We must first insert the objects that we will use in this example

e Insert the NEUROSYSTEMS ActiveX control into the SIMATIC WinCC “Object Palette’,
as described above.

e Select “I/O Field’ from the ‘Smart Objects’ section in the *Standard’ tab of the ‘Object

Palette’.
|‘:1 Graphics Designer - [NewPdI2] _|E||5|
-|°]— File Edit Yiew Insert Arrange Tools Window Help _|E|5|

IDwHE|» | $B2R = & P
[T aial EANE jq‘:‘ 43

leQ &|222|h<2

Zoon—|—— | |- Object Palette—————————————
o | s s R
E@ l:l . ........................ Standard Cbjects
oo (DR TR S Objens
Fltl RN | . . . . . .. cccccoonccoaeon oo mENCation YWindow
: SRR R ] Ficture Window
50 || [ =
B LI -5 control
:m .. ....................
, SESEEY SRR C
woooo | IR |00 SR
WO L&) Graphic Obiect
B | Starus Display
........................ E Texk Lisk
SRR R R e
________________________ o oo Diplay
e weindows Objects

(o standara [ Controls

Jol1/2[3 a[s 6|7 8 910[1112113/14]15 3 |[ 0-Lay=0
|[Eam UEEH = = 0|

For [English {Urited States) [Contrall - 210 Y210 I st g

e Insert the 1/O field into the picture by clicking on the area of the picture where you
want to place the field and accept the default settings by pressing ‘OK’ when the ‘1/O
Field Configuration’ dialog appears.

e Repeat this procedure depending on your needs — 2 times in this example for 2 inputs
and 1 output.
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Enter the path to the xor_learned.snl file in the properties dialog box for the control.

L
Ix

i Object Properties

'lelffl INeuroSystemsEtrI

Froperties | Events |

L L

CICICICICICICICICICIC T 2
d

[=1- MeuraSystemsCrl attribute | Static
Geometry MeuroIn®3  0,000000e4-000
- Miscellaneous MeuroInl0d  0,000000e+000
" Cantral Properties | [MeuroCubl  0,001476
MeuroCutz  0,000000e4-000
MeuroCut3  0,000000e4-000
MeuroCutd  0,000000e4-000
MeuroCuts  0,000000e4-000
MeuroCuts  0,000000e4-000
MeuroCut?  0,000000e4-000
MeuroCutd  0,000000e4-000
MeuroCuts  0,000000e4-000

MeuroCuk10 0, ON0000EGE
MeuroFil A SIEMEMSYIT4IndustryiNeuraSystemsiActiver, Controlixor_learned.snl —
| |

5,

Or use the property page by double clicking on the object itself.

Eigenschaften von NeuroSystems |

Enter file path or uzge the browsze button to find the .znl file
IEZ"\S|EMEN5"~|T4|HE|US|Z[_'.-"".N euroSystems Activer Contralhsor_learned. snl

Browse... |

TriggerSetup - Trigger new calculation

= 0- on 'Trigger-property changed 0-31

™ 1 - on inputvalue changed

k. I Abbrechen Ubernehmen

3.3.6.5.1 Using the Control with Tags and Direct Connections

Tags are used widely within WinCC so our first example connects two input fields to the
input properties of the ActiveX control via tags.
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{Z” WinCCExplorer - D:\NeuroActiveXinWinCC\NeuroActiveXinWinCC.MCP
File Edit Yiew Tools Help

We can do this in WinCC Explorer by opening ‘Tag Management’, followed by
‘Internal Tags’ and then right-clicking the main window and selecting ‘New Tag...’

from the menu

‘JDD"'|IP|¥:E

= |\

E!" MeuroActiverindinCC

o) @ Computer

E{}]}]}] Tag Management

ﬂ Internal tags

----- B=. Structure tag

----- - Graphics Designer

----- &7 Alarm Logging

----- 1] Taa Logging

& Report Designer

i Global Script

E Text Library

User Administrator

----- s Cross-Reference

----- &5 Load Orline Changes

----- @Q Redundancy

----- User Archive

5 Time synchronization
= Horn

----- ﬂ; Picture Tree Manager

----- @ Lifebeat Monitoring

----- ' 05-ProjectEdior

MeuroActivexininCC\ Tag ManagementiInternal kags),

=l0Ix|

[ame | Type

q Scripk Tag group

q TaglLoggingRE Tag group
i@cCurrentser Text bag 8-hit char...
i @Deltaloaded Unsigned 32-bit value
i@LocalMachinebame Text tag 8-hit char...
= Unsigned 16-bit value

Mew Group, ..

MNew Tag...

Find...

Ll

Copy:
Paste

I —

Unsigned 16-bit value

|External Tags: 0 f License: 64K

i
2

General | Lirnitz/R eporting I

Create 4 tags for the 4 1/0 fields. Our variables are floating point values so that is the
type we choose and we assign suitable names such as ‘Neurolnputl’, ‘NeuroOutputl’
etc.

Tag properties

x|

— Properties of Tag

Mame:
Datalype :
Length:
Addrezs:
Adapt farmat :

¥ Project-wide update

INeumInput'I

Floating-point numbe;

2-bit [EEE 754

' Computerlocal update

™| Linear scaling

- Frocess YWalue Fanoe

aluel |

5l |

Tian YWalue Fanoe

W aluel |

il |

Data type of the tags from the viewpaint of the 0S5

o ]

Caticel

Help |
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{Z* winCCExplorer - D\ NeuroActiveXinWinCChNeuroActive XinWinCC.MC =1o1x|
File Edit ¥ew Tools Help
D@ mp|smeme w0
= 8% RleuroActiveXinWinCC Hame | Tvpe | Parameters
----- @ Computer = script Tag group
=-{[i] Tag Management = TagLogaingRt Tag aroup
ﬂ Internal kags B@CurrentUser Text tag 8-bit char...
----- 'E Structure kag Tj@Deltalnaded Unsigned 32-hit vwalue
----- j‘]- Graphics Dgsigner Zj@LocalMachineMamne Text tag -bit char...
""" £ ]] alarm Loggmg Zj@ConnectedR T lients Unsigned 16-bit value
""" .“ Tag '-099'“9 Tj@Redundantserverstate Unsigned 16-bit value
@ Report Designer : .
..... \ﬂ\ o e :}rq i Float!ng'IJD!nt numb, ..
Text Library 3Neuro npul Floating-point numb. .,
E User Administrator 3Neur00utput1 Floating-paint umb..
----- 5 Cross-Reference
----- & Load Online Changes
----- @3 Redundancy
----- User Archive
5 Time synchronization
é Harn
----- AEL Picture Tree Manager
----- @ Lifebeat Maonitoring
----- ' 05-ProjectEditor
4 | -+
MeurodckiverindinCC Tag ManagementiInkernal tags!, |Externa| Tags: 0/ License; &4 ’7

¢ Right-click the 1/0 fields that you wish to be the inputs and select the ‘Properties’
option from the menu.

n L WL

. 0o

LI T Chrl+%

o B3 copy Chrl+C

S Duplicate

- :E Paste Chrl+Y

° 0 9 o Delete Del
Customized object L4
Group object 4
Linking 4
Configuration Dialog. ..

e We should connect the I/O field to the appropriate ‘Tags’; otherwise the value will be
the default. In the *Properties’ tab, select ‘Input/Output’ and right-click the *Output
Value’ light bulb to open the menu required.
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| ovkectproperties 21|
R[22 [70Fed [1OFiei2 =

Fropertiez | Events |

E 1O Field Attribute | Static | Dynamic | cu... | 1]
- GeOmekry Field Type 1O Fielc 3%

1 Colars Cutput alue (Rl {Y e Dialog_...
Skyles Data Farmat  Decimal c-Action...
Font Oukpuk Forma 999,999 )
Flashing Apply on Full Mo { ESgRCHONT
Miscellaneous Apply on Exit Mo {
i Limits Clear on Mew Yes { Delete
- QutputfInput Clear on Inwal Mo
Hidden Input Mo 3\_} |

e Select the Tag option and select the appropriate tag, i.e. ‘Neurolnputl’ &
‘Neurolnputl’ for the two input fields and ‘NeuroOutputl’ for the output field.

i Tags - Project: D:\NeuroActiveXinWinCCi\NeuroActiveXinWint 2x]
[w]'AinCC Tags
Diata zource:
Filter: IE j
E--@ WincC Tags Marne | Type | Fararneter
-} List of all tags Tj@ConnectedrTClients Unsigned 16-hit. ..
- [ Internal tags Tj@CurrentUser Text tag 8-bit c...
Tj@Deltaloaded Unsigned 32-hit...
Zj@LocalMachinghamne Texk tag 8-bit c...

—i@RedundantServerstate  Unsigned 16-bit...
4 @SCRIPT_COUNT_ACT, .. Unsigned 32-hit. ..
Y @SCRIPT_COUMT_RE...  Unsigned 32-hit...
TY@SCRIPT_COUNT_TAGS  Unsigned 32-hit. ..
3@TLGRT_M-'ERF\GE_TF\. .. Floating-poink n...
3@TLGRT_SIZEOF_NLL_. .. Floating-poink n...
B@TLGRT_SIZEOF_NOT. .. Floating-poink n...
B@TLGRT_TF\GS_F‘ER_S. .. Floating-poink n...

BNeurDInputl Floating-point n...

Floating-point n...

BNeurDOutputl Floating-paint n...
| | 2
Qk I Cancel | Help |

e Change the ‘Update Cycle’ to “‘Upon Change’ for each 1/O field by right-clicking the
‘Current” column.
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i Object Properties

d

- -w|:?|g| 140 Field IIIIIFieId2 j
Froperties | Eventsl
=-I/0 Field attribute | Static | Dynamic | Cu.. | L.
i Geametry Field Type  IjO Fielc 3% O
----- Colors IR 0, 00000 @ Heurolnputz 2 < r
i Shyles Data Format  Decimal Picture Cycle
----- Font: Output Forma 999,599 Window Cycle
----- Flashing apply on Full Mo Y Upon change
- Miscellaneous Apply on Exit Mo ﬁ 250 ms
o Lirniks Clear on Mew Yes ﬂ S00 ms
i Dutput/Input Clear on Inval Mo %—} 1s
Hidden Input Mo £ 2
S5s
105
1 min
S min
10 min
1h
Armendrezukline 1

e Next we must connect the two input tags to the input properties. In the properties
dialog box for the ActiveX control, right-click the light bulb for “‘Neurolnl’ and select
the Tag option.

This option is found in the ‘Properties’ tab and the ‘Control Properties’ section.

-lelfl INeuroSystemsCtrI ICDntroH j

Properties | Ewents |

E}- MeuroSysternsCtr] Attribute | Static | Dynamic | Qu.., | L. -

- Geometry 0,00000% 0
i Miscellaneous MeuroIng 0,00000 % Dyynamic Dialag. . O -
.- Control Properties | |MeuroIn3  0,00000%  CAction... O

Meurolnd  0,00000%  VES-Action... O

MewroInS  0,00000% N

Meuralne 0000008 — | []

Delete

Meuroln?  0,00000%, O

MeuroInd  0,00000 %% O

Meuralnd  0,00000% F O

MeuroInid  0,00000% % O

Meurolnil  0,00000%F O

Meuralniz  0,00000% F O

Meurolni3  0,00000% % O

Meurolni4  0,00000% % O

MernTndS  nonnnnn 1 Ll

e Now, select the “‘Neurolnputl’ tag and press ‘OK’.
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i Tags - Project: D:\NeuroActiveXinWinCC' NeuroActiveXiniin A |

@{1 @| [IWinCC Tags
[ata source:
Filter: IE j
E@ WiniCC Tags Mame | Type | Parameter
- W List of all kags i@Connectedr TClients Unsigned 1&-bit...
@ ] Internal tags T @CurrentUser Text kag 8-bit ...
Zj@Deltaloaded Unsigned 32-bit...
E@LocaIMachineName Text tag &-hit c...

B@RedundantServerState Unsigned 1é-bit,..
TY@SCRIPT_COUNT_ACT... Unsigned 32-bit. ..
TY@SCRIPT_COUNT_RE...  Unsigned 32-bit. ..
Y @SCRIPT_COUNT_TAGS  Lnsigned 32-bit. .,
3 @TLGRT_AVERAGE_TA,., Floating-point n...
TA@TLERT_SIZEQF_MLL_... Floating-point n...
3 @TLERT_SIZECF_MOT...  Floating-point n...
E@TLGRT_TAGS_PER_S. .. Floating-point n...

tMeurolnputl Floating-point n...

3 Meurolnputz Floating-point n...

3 MeuroCukput 1 Floating-point n...
4] | |
Ok, I Cancel | Help |

e Repeat this process for the control’s second input property, ‘Neuroln2’ and use the
‘Neurolnput2’ tag of course.

e Change the ‘Update Cycle’ to ‘Upon Change’ for each control property by right-
clicking the “Current’ column.

21
—WI?I?' [MeuroSystemsChl IEunth j

Properties | Events I

= NeuroSystemsCtel | attribute | Static | Dynemic | Cu.. | L] -
Geometry 0, 00000 ! MeuroInpukl 2= |
i Miscellaneous MeuroInz  0,00000%F Picture Cycle L
.. Control Properti |Meuralns 0,00000 v Window Cycle
MeuroInd4  0,00000%F Upan change
MeuroInS  0,00000% F 250 ms
MeuroIné  0,00000% F 500 ms
MeuroIn7  0,00000%F 1s
MeuroInd  0,00000% F 7e
Meurond  0,000003 F 5
MeuroInid  0,00000% % 10s
MeuroIn1l  0,00000% F it
MeuroInlz  0,00000% F —

MeuroInl3  0,00000%F 10 i
MeuroInl4  0,00000% F

N L | T e Ll L =
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e The output properties will be handled slightly differently. We will use the 2 events
‘NeuroOut1Changed’ and ‘NeuroOut2Changed’ to update the value of the relevant
tags — ‘NeuroOutputl’ and ‘NeuroOutput2’. This can be done using a direct
connection.

e Open the “‘Events’ tab of the control’s property dialog box and then open ‘Object
Events’. There you will find ‘NeuroOutlChanged’ and when you right-click the
corresponding lightning bolt, you will be able to select “‘Direct Connection’.

-w|2'|2’| |MeuraSystemsChl ICuntru" j
Properties Eventsl
= MeuraTvstemsCtrl Execute in the case of Ackion
- Focus Meurooutl Changed &
E----Object Events MeuroOut2Changed & Ao
Bl Propetty Topics | |MeuroOut3changed @ VES-Adian. ..
[l Geometry MeuroOut4Changed i Direct Connection..,
- Miscellaneous MeuroOutSChanged ﬁ Delete
MeuroDutEChanged &
MeuroOut7Changed &
MeuroutEChanged &
MeuroOutIChanged &
Meuroout10Changed &

e This time we will connect the first output property (Source), with a tag.
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— Source:

{~ Congtant I
* Property

" Tag I
= Diect

Obi

ILIFT

[OField2
[OField3

— Target:
™ Cument window
~ DObject in Picture
——— e
(ke 12 D | =)
£ Indirect & Direct © Indiect [ Operater nput Meszage
Froperty [ Eject Praperty
Meuroln97? a Thiz object Font Size -
Meuraln3s _I |0Fieldl Height J
|0Fieldz Hidder | nput
High Lirnit % alue
Immediate lnput
Meuralut2 Italic
Meuralut? Lo Lirnit Walue
Meuralutd Operatar Activities B
Meuraluth Operator Input Meszs,
Meuraluts Operator-Contral Ene
NewaD 7 TR
Meuro0utd J Pogitian =
Meuro0uwtd Poszition v
Object M ame ;I Text Flagh Frequenc;l

o ]

Cancel |

e To select the actual tag, click on the

dialog that appears.

=4 button and choose ‘NeuroOutput1’ from the

108

Chapter: "RUNTIME MODULES"



% NEUROSYSTEMS Version 5.0 Copyright ©, Siemens AG, 2006

i Tags - Project: D MeuroActiveXinWinCChNeuroAckiveXinWi ilil
@5{1 a| - WinCC Tags
Data source:
Filter: IE j
EI@ WinCC Tags Marme | Type | Parameter
List of all tags Ty@ConnectedRTCients  Unsigned 16-hit, .
- i} Internal tags Tj@CurrentUser Text bag S-bit c...
T} @Delkaloaded Unsigned 32-bit, ..
Zj@LocalMachineMame Texk bag 8-bit ¢,
Tj@RredundantServerstate  Unsigned 16-bit. ..
T@SCRIPT_COUNT_ACT... Unsigned 32-hit...
B@SCRIPT_COUNT_RE. .. Unsigned 32-kit. ..
J@SCRIPT_COUNT_TF\GS Unsigned 32-bit. ..
J@TLGRT_P.VERAGE_TP.. .. Floating-point n. ..
TY@TLGRT_SIZEOF_MLL_... Flaating-poink n...
TY®TLGRT_SIZEOF_NOT... Flaating-poink n...
j@TLGRT_TAGS_PER_S. .. Floating-paint n. ..
3Neur01nput1 Floating-point ...
jhleuru:ulnputz Floating-paint n. ..
HMeuroCukpukl Floating-paint n. ..
| | |
ak. I Cancel | Help |
A

e The graphic can now be used in Runtime.

3.3.6.5.2 Using the Control with Direct Connections only

In this example we will use direct connections to connect the 1/O fields to the control directly.

e Because we do not have any tags, the input fields must be configured to be just that,
otherwise they will revert to their default value. You can do this from the 1/O field
property dialog box as shown.
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i Object Properties 2=
-w|2*|2'| {140 Field IIIZIFieId1 j
Properties | E\‘fentgl
= 1o Field Attribute | Static | T
- (aeametry Input ﬂ ;}
- Colors Cukpuk Value (oot 4
- Skyles [rakta Format
- Fonk Cukput Forma 1f Field
- Flashing Apply on Full Mo i}
- Miscellaneous Apply on Exit Mo %:3
- Lirnits Clear on Mew Yes %::‘
- OutputInput Clear on Inval Mo i}
Hidden Input Mo ?\}
J | 2

Or you can open the ‘Configuration’ dialog box by right clicking on the field and
selection the option as shown.

I1/0-Field Configuration ed

& cur Chrl4+x L
" By Copy ChelHC L — Type

Duplicate ° o o  Ougyt  © Input Both
BB paste Chrl+y C

Delete Dl

— Format
Customized object r —
k
Group object 4 &l 12
Linking , FDntName...l Arial

Ok I Canicel |

e As you can see from the diagram, there is an ‘Input/Output’ section within ‘Property
Topics” section within the ‘Events’ tab and it is here that we find the ‘Input Value’
event.
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2| x|
w|22|2] (/0T OField] |

F'roperti
=1 {0 Field | | Execute in the case of Action

i Mouse = -

i C-Action...

Kevboard !
Farus WES-Ackion...

H Direct Connection, ..
{ =-Property Topics ) Delate |

[ Colors
[~ Skyles
[#]- Fank
[
£

»

- Flashing
- Miscellaneous

=] Cubput Inpul

- Data Format

Cukput Format

i fpply on Full 7
4| | E

e By right clicking on the lightning bolt for the ‘Change’ event we can select the *Direct
Connection’ option and the following dialog appears.

— Source: — Target:
" Constant I  Current ‘Window
' Property " Object in Picture
Crag | Clo |
£ Direct ) Indirect % Direct € [ndirect 7| Dperator Input Message
1 Qb Property Object 3 Fraperty
<@ Flashing Border.t’-\cti\;I b =Eiest—— is] -
Flashing Border Colo L '-:'3"1.'3"1___ .
|OField2 Flazhing Barder Cola UFTE oot ot
|0Field3 Flashing Text Active I0Field3
Flazhing Text Colar C
Flazhing Test Calar C Meuroln100
Font Meuralnll
Font Calor Meurolnl2
Font Size Meuralnl3
Height Meuralnl4
Hidden [nput Meurolnl5
2 High Limit Value :eurn:nlg
: e eurmnln
& |+ Meuraln18 ;I

On the left hand side you can see that we have selected the ‘Input Value’ of ‘This
Object’ (‘IOFieldl” — the first 1/O field) as the *Source’ and the ‘Target’ is defined as
‘Controll” (the NEUROSYSTEMS ActiveX control) and more specifically, the ‘Neuroinl’
property. The selection should be made in the order shown in the diagram to avoid
confusion.

Chapter: "RUNTIME MODULES" 111




112

NEUROSYSTEMS Version 5.0 Copyright ©, Siemens AG, 2006

Click ‘OK’ when the connection is defined as shown. The lightning bolt will now be
blue.

The name of the objects may be changed if you wish but the properties will always
have the same names.

e Repeat the process of configuring a direct connection but use the second 1/0O field —
‘IOField2’ and “NeuroIn2’.
21X
w|22]2] [voFed i) =]
Properties EVENSI
--Flashing ;l Execute in the case of Action
(- Miscellanean &
[ Limits
=] QutoutTno
— Source: — Target:
" Constant I ' Cunent wWindow
' Property & Object in Picture
CTa CIo |
% Direct € [ndinect & Direct € [ndirect [T Operator [nput essage
Object Property Object Froperty
Thiz object Flashing Bordel.-’-‘«cti\ﬂ | This object Meuraln ;I
Contrall Flashing Border Colo Meuralnld
10Field1 Flashing Border Colo I0Fieldl Meuralnd 00 J
10Field3 Flaghing Text Active 10Field3 Meurolnll
Flazhing Text Color C Meuralnl2
Flashing Test Colar Meurolnl3
Font Meuralnl4
Fomt Calor Meurolnl5
Font Size Meurolnlb
Height Meurolnl?
Hidden Input Meuralnld
High Lirnit ¥ alue 1 Lietpasorled
Imrmediate Iniut
Ok, I Cancel |
e For the Output fields we need to take a slightly different approach. This time we will
configure an action when the outputs of the NEUROSYSTEMS ActiveX control changes.
We begin by opening the object properties of the control in the same way as we
opened the input properties of the 1/O fields — right clicking on the object and
selecting “Properties’.
Chapter: "RUNTIME MODULES"



@ NEUROSYSTEMS Version 5.0 Copyright ©, Siemens AG, 2006

-ng'lffl INeuroSystemsEtll Iﬁvmw’f j
F'roperti
=1 MeuroSystemsCtrl Execute in the case of Ackion |
i Fg MeuroOut 1 Changed ,_57’
MeuroOut2Changed &
Neuroouk3Changed &
[+ Geometry NeuroOuk4Changed &
- Miscellaneous | |NeuroOUESChanged &
MeuroOukéChanged ,_57’
MeuroOutFChanged &
MeurooutsChanged &
NeuroOuk3Changed &
MeuroOutl0Changed &

The relevant dialog box opens and you should open the ‘Events’ tab and then select
the ‘Object Events’ category. You will then see the ten events for the NEUROSYSTEMS
ActiveX control.

¢ In a similar manner to the configuration of the 1/O fields, right click the lightning bolt
for the first event — ‘NeuroOutlChanged’ and select ‘Direct Connection’ from the
menu.

e This time we will connect the first output of the control to the output value of the third

input field.
— Source; — Target:
" Constant I £ Current ‘window
% Property % Ohject in Picture
Cla | Clg |

= Diect € [ndiect = Direct £© Indirect [T Dperaton Input Message

Object Froperty Object Property
Heuraln3d a Thiz object Font Size -
@ Meuralndd _I |0Field1 Height _I
|OField2 Meurolnd2 J Hidden Input
|0Field3 Meuralnd3 L High Limit % alue
MNeuroln34

Immediate lnput

Meuralnds [talic

Meurolnde Lawy Limit % alue
Heuralndy Operator Activities B
Heuralnds DOperatar Input Mess,

Output Walue

Il )
MeuroQut2 Puositian
MeuroDut3 LI Test Flash Frequenc;l

0K I Cancel |

Confirm this connection using the ‘OK” button
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3.3.7 Using the Control in SIMATIC WInCC Flexible

If you would like the control to be active all the time, you must also put the ActiveX control
into the overview picture.

Note: Please be aware, that the NEUROSYSTEMS ActiveX control is only active when the
picture is active.

SIMATIC WinCC Flexible does not currently allow controls to be registered from within
WinCC Flexible. Therefore the setup program for the NEUROSYSTEMS ActiveX Control should
be used or the control can be registered manually.

3.3.7.1 Inserting the ActiveX Control in SIMATIC WinCC Flexible

o Firstly, the “Tool Window” should be opened in your WinCC Flexible project. If it is not
then select “View” and then “Tools” from the “Menu Bar” or press Ctrl+Shift+T.

Menu bar
~

e There are two ways to open the “Add or Remove Controls” dialog box

o Inthe “Tool Window”, select “My Controls”, right-click on the “My Controls” tab
and select “Controls” .

114 Chapter: "RUNTIME MODULES"



@ NEUROSYSTEMS Version 5.0 Copyright ©, Siemens AG, 2006

Kl winCC Aexible 2004 Advanced - Project.hmi 10 x|

Project Edit VYiew Insett Format Faceplates Options Window Help

£ e New - B 0 - - ivipan ik ia e THETID-TE @Y

 |Englsh (United States) 7| _ £ = = a3 JF Bl mi ol
@()? [ Screen_1
liss Project -

[F-gnes Device_1wnCC fle
153 Langquage Settings - -
[ Version Managemerfl- -+ <. .. L AR a e

.................. g [ _}8 i]é-
Simple Objects
Enhanced Ohjects

My Controls

...... Ll A ontrols ...
LI Large icons
il S Remove from toolbox E

B General S
p Fropertie: General
) Animation Settings

Event:
} vents Mame |Screen_L
Kumber |1 3:

Use template ¥

Background color |:| j Drap ar‘;y;::ehtjee;:tlfheretn

4 | LI‘I |ﬂ

= Output

o Or click on the “Add or Remove Controls” icon.

M x
ik LR

1] le Cbjedt
TP ERIRTE Add o remove co
Enhanced Objacs

My Cantrals

E MeuroSyster s G

Library

o Add the NEUROSYSTEMS Control to the list of controls by checking the checkbox
beside the name of the control “NEUROSYSTEMS”.

Chapter: "RUNTIME MODULES" 115



NEUROSYSTEMS

Version 5.0 Copyright ©, Siemens AG, 2006
JRI=TEY
[ame | Path ;l

O t545C1Log Contral
O t5Customlog Control
O HMSDTHastCH Class
O M5DTHostCHl Class
O t450%Dadm Class
O tdsie Control

O 45106 Control

O MSNCSALag Contral
O M50DBCLog Contral
O tSwiebDVD Class
O Hettd
O oOlelnstall Clas

O 0Outlock Express Mime Editor

"1 Preview Clazs
4

ting Application

CAWIND OWSASystem32\ineterviislog. dil
CAWIND OWSASystem32\ineterviislog. dil
C:\PragrarmmehGemeinzame D ateiensMicrozaft ..
C:\Programme’Gemeinzame D ateiensMicrozaft
CawIND 0w ShSustemn324mawebdywd. dil
CAPROGRA™TWGEMEIN~TWICROS~1\MSInf..
CAPROGRA™TWGEMEIN™TWICROS ™1 \Msinf...

CAWIND OWSASpstem32\inet sy iislog. dil _I
CAWIND OWSASpstem32\ineteryiglog.dil

C:AwWIND OWShSystemn324mawebdwd dil

CAWIND OWSASystem3 24 macont.dll

C nsid THND ~18Shared \WELIR
CAWIND OwWS NS ystem32halepm. dil
CAwIND OWShSystem32\inetcomm. dil
C:WwMD OWS ]S uztem32hshimawe. dil

il

NeuroSystems

E ‘ersion:

Language:

1.0

Unknown

0K

Cancel |

o The window will close and NEUROSYSTEMS will be available in the “My Controls”
section of the “Tool Window”. To remove it, reopen the “Add or Remove
Controls” dialog and uncheck the checkbox.

o To select the control, click on it once with the left mouse button
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o To insert it into a picture (while it is selected), simple click on the picture once
with the left mouse button.

_rg.EWinEC flexible 2004 Advanced - Project.hmi =10 x|
Project Edit Wiew Insert Format Faceplates Options Window Help

D lew b M0 -0 X i ipe % (3

: [Engish (United States) =] _ £ | =l =

@\()? [ Screen_1
e e B " -2

= ﬁ D:Ie\flsc:[_ELEv;flnCC flexible A » simple objacts

-3} Add Sereen Enhancad Objects

-1 Template

-1 Screen_1

[=-+gt Communication

.= Tage

5" Connections
=& Cycles

=55 Alam Managsment

B4 Analog Alarms

--Ba Discrete Alams

[Tz Settings

|- Recipes

H- Historical Data

155 Seripts

L0 Reports

#5592 Tewt and Graphics Lists

3]

t

‘]

B MeuroSysternsChl

Library

- é Runtime User Administr

7= Device Settings P General
Language Settings P Properties

J Project Languages } Animations General |,q|| I

- i Graphics b Events

S Froject Tests Enter file path ar use the browse buttan

[+ E Dictionaries |Couldn't open source file: eine unbenar

[ Version Management
Browse.. Drop any objecthere

to delete it

[a 8 e W W e B e W

3.3.7.2 Example: Using the Control with SIMATIC WinCC Flexible and Scripts

In this example we will use two scripts to load the NEUROSYSTEMS file (.snl) and calculate
results from two input fields. There are numerous other opportunities to these scripts — many
involving no user interaction at all, e.g., loading the NEUROSYSTEMS file when the runtime
screen is activated and calculating values when tags change value.

e Create input and output tags

o In the project window, you should open the “Device” and then
“Communication”
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o Open the “Tags” window by double-clicking on “Tags”.

KllinCC Alexible 2004 Advanced - Project.himi
Project Edt Wew Insert Format Faceplates Options Window Help

vl MO

Enghh ket St 7,

y

oo ¥ =

XX 0

i
a

Ve

D; Device_! WinCC fexble |
B o Sereens

-4 4addStieen
-] Tenplale
-] Soeen_!
-t Lommuricafion
-2 Tags

5" Comecis
-2k Cpokes

B Hlam Mananemen!
44, Recpes

i Hislorcal Dala

B4 Serpts
F
F
F
l

417 Repats
A Testand Graghics i |
| Runlime ser Admini
v4 D Setings
fl-1 Lanquage Setfngs

THGS

41, Wersinn Mananemant

o Double-click on an empty row to create a new tag and change the type to float.
Hliwincc Aexible 2004 Advnted - Project.hmi | _xT
Project Edit Wiew Insert Eormat Fareplates Options Swindow  Help
New ~ 0o P w2 ~cu -2X M Mo 5t L3 pea ™ (3 _ K. :i % i i
= |English (Urited States) - .

G
less Project -
5 meee Device . A [WIRCE Heible | '
il ___
8% Add Screen [l |seree Eorbechae bt L) ﬁ
H = Tag_t <Internal tag> JFIDat Bl <No add
O Char
= Eyte
Int
UInt
Long
ULong
Double
Bool
String
- DateTime -
J JH | [
el h&
& “ersion Management | B General -
P Properties
P Events General Settings
Mame [Taa_1 | i
Conrec tiom |<Internal tags> j
Data type [Float | =
#cquisition mode  [Syelic on use _';I
v
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0 Repeat this 2 more times so that you have 3 tags in total.

e Create the scripts
o0 In the project window, you should open the “Device” and then “Scripts”.

o Double click the “Add Script” option and an new script is created and opened.

Ig.EWin[[ flexible 2004 Advanced - Project hmi |0/
Project Edt View [nset Fomat Faceplates Opfions Script Window Hep
: : EYBiENi s IMRIR Dm0
it W Moo XYREERE DVVEYE DK RG]
g et
@()-(\ [ Soeen d | 42 Tags i5cript 1
%’ Fop b ()
sne 021 WIRCE flebe
E Cgans 1'I\IOTE To start scripting please press <Ctrlx<3pacer and iy
a 'ﬂ A Seen 2i'rite seripts by wsing syatew functions or the WinCe flexﬂ:‘
. EI Tenpde Ji'aystem through the HMI runtime object. For & convenient pic
' 5 N &'you can press <hltx<Right Arrove, Design complex scripts b
w7 Sereen 1
H gﬁommumcatmn 5'0f the programing language VB3cript and access tags direet
gz Tap b
- iIS Comechions
| 2k [yl
g Hm Mgt
B s
- it Dt
g Seps \
RS 11 | b
Ty
ﬁ"epmtsp End S ‘Lineﬁ ‘Columnl ‘charl
P g
4 et and gt i G\()'(‘
B9 Runte ser A

0 Repeat this to create a second script.
e Create buttons to activate the scripts

o Reopen “Screen_1" and use the “Simple Objects” tab in the “Tools Window”
to insert two buttons.
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_Ig-lz-:WinEl: fexible 2004 Advanced - Project.hmi

Project Edit ‘iew Insett Format Faceplates Options ‘Window Help

P hew - B MO

2 | Engiish (United States)

lees Prciect

=6 Screens

=3) Add Screen

[ Template
] Screen 1

=g Communication

p= Tags

----.S' Connections
=& Cycles

[H-Cage Settings
-5y Recipes

- Historical Data
= Seripts

- ﬁaports

-
52)

2]
#- - Device Settings
-3 Language Settings

B Graphics
- £ Project Tests
- Dictionaries

e

lpuse Device_1[WinCE fesibh

=Yg Alarm M anagement
B4 Analog Alarms
B4 Discrete Alarms

-5z Test and Graphics L
ﬁ Fiuntime User Admir

o Project Languages

-5 Wersion Manaiement_lll
4 »

ol

s

#e Script 1

........................................ hd|
L

) Animations
P Events

B General
} Properties

4m

ik LR

Sirmple Objects

f Line
=% Palyline
f. Polygon
O Ellipse
O Circle

@ Reckangle
TextField
12 Field

) Date-Time Field
[%] Graphic 1o Field

[&] Graphics Wiew

@6 = :eon

Settings

Mumber (1

Use template |v

.

| N [ET] Switch
Enhanced Objects
| My Controls
Library
v
—

-
Mame |Scree
Drop any objecthere
LI_I

I] to delete it.

o For the first button, open the “Properties Window” if it is not yet open by
double-clicking the button.

0 Change the text in the “General” properties section to “Load NEUROSYSTEMS

file”.

o Open the “Events” section and open the drop-down list, which reads “No
function”. Select “Script_1” from the “Scripts” section, which is found under
the “System Functions” section. This means that “Script_1" will be executed
for the default event of the first button — in this case, when it is clicked.
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o Now change the text of the second button to “Calculate Values” and insert
“Script_2” into the function list of the “Click” event of the second button.

Project Edit Yiew Insert Format Faceplates Options Window Help
i New - B M D - - X X g 7 lp e W
: |Engish (United States) 7]

=T L}

Tahoma | 12 B 7
| ) P

n
L
k|

less Project -
= Device_1MwinCC flexibh
5 Screens

-ﬂ Add Screen

LA

Simple Chjects

/ Line

1 Template
..... ] Soreen 1 - Palyline
& Communication £ Polygon
..... o= Tags

O Ellipse
O Circle

O Recangle

TextField
10 Field

“ Connections
=& Cycles

=4 Alarm Management
----- B4 Analog Alamms
Dizcrete Alams

- - u.p?;cizt:ngs " Date-Time Field
g Historical Data [®] @raphic IO Field

Scripts

= Symbolic I Field
) Add Scipt

[&] sraphics view

& Sconpt_1 Bt
s Script_2 L Las=m
- Reparts P Animations [T Switch
-5 Test and Graphics L W Events v
(-5 Runtime User Admir P Click : Enhanced Objects
2= i i Press
-+ Device Set.tlngs <No function My Cantrals
anguage Settings Release T
@ Project Languages Activate
i Graphics Deactivak
Project Tests Change Droliar:jy ||Jh£ie|_:::here
A o delete it.
Dictionaries h I]
4 »

Output

Chapter: "RUNTIME MODULES" 121



‘@ NEUROSYSTEMS Version 5.0 Copyright ©, Siemens AG, 2006

0 Resize the buttons to suit the size of the text entered.

e Create the 3 10 fields
o0 Like you created the buttons, insert 3 10 fields into “Screen_1"

o In the “General” section of the “Properties Window” Change the *“Format
Pattern” to “99.999” and assign a different tag to each 10 field in the “Tag”
property field. In this case we use “Tag_1", “Tag_2", “lIO Field_1" and “IO
Field_2” as the “inputs’ and “Tag_3" and “10O Field_3 as the outputs.
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e Write the appropriate scripts
o0 This example uses the first script to load the appropriate NEUROSYSTEMS (.snl)
file. The code is given here:
Dim MyControl
Set MyControl = HmiRuntime.Screens("Screen_1").Screenltems("NeuroSystemsCtrl_1")

MyControl.NeuroFilePath =
"C:\Simens\IT4Insustry\NeuroSystems\ActiveX\Control\xor_learned.snl"

o The second script takes the values from the “input’ variables, processes them
using the NEUROSYSTEMS ActiveX Control and writes the calculated values to
the “output’ variables. The code is given here.

Dim MyControl

Set MyControl = HmiRuntime.Screens("Screen_1").Screenltems("NeuroSystemsCtrl_1")
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MyControl.Neurolnl = SmartTags("Tag_1")
MyControl.Neuroln2 = SmartTags("Tag_2")
SmartTags("Tag_3") = MyControl.NeuroOutl

e Testing the example

o Save “Screen_1" and the scripts by clicking on the “Save Current Project”
button.
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o Then click the “Start Runtime System” button.
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Load MeuroSystems File

THI

Calculate Vale ‘

1.000 1.004
0.000

o Clicking on the first button, “Load NEUROSYSTEMS file” results in the status of
the control changing from “Error Mode” to “Normal Operation”

0 When the NEUROSYSTEMS file (.snl) has been successfully loaded, the second
button, “Calculate Values” will calculate the values from the “input’ fields and
return the results in the ‘output’ fields.

Note: When entering values into the input fields, use the Enter/Return buttons, otherwise the
values entered will be deleted immediately.

3.3.8 Limitations

Please be aware, that the NEUROSYSTEMS ActiveX control is only active when the picture is
active.

If you would like the control to be active all the time, you must also put the ActiveX control
into the overview picture.

Note: Online-monitoring of input and output values such as that with the SIMATIC S7
component is not possible with the ActiveX Control.

124 Chapter: "RUNTIME MODULES"



‘% NEUROSYSTEMS Version 5.0 Copyright ©, Siemens AG, 2006

3.4 OPC

OPC has no extra Runtime Module. Functionality is integrated in Targetsystem OPC
Connect.

This chapter shall help explain general terms in reference to OPC, DCOM and their
properties.

3.4.1 Basics OPC — OLE for Process Control
Introduction

OPC (OLE for Process Control) is a uniform, multi-vendor software interface. OPC Data
Access (OPC DA) is based on the Windows technology COM (Component Object Model)
and DCOM (Distributed Component Object Model). OPC XML, on the other hand, is based
on the Internet standards XML, SOAP, and HTTP.

DCOM

DCOM expanded COM by adding the ability to access objects beyond the limits of one
computer.

This basis allows a standardized data exchange between applications from industry, office,
and manufacturing.

Previously, applications that access process data were restricted to the access mechanisms of
the communications network. In OPC, devices and applications of different manufacturers
can be uniformly combined.

The OPC client is an application that accesses process data of an OPC server. The OPC server
is a program that offers a standardized software interface to applications of different vendors.
The OPC server is an intermediate layer between these applications to process the process
data, the various network protocols, and the interfaces for access to the data.

When exchanging data with OPC, you can use only devices with operating systems based on
the Windows technology of COM and DCOM. Windows 2000 and Windows XP currently
have this software interface.
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Communications concept

An OPC configuration must consist of at least one OPC server and one OPC client. The OPC
server is a DCOM application that transfers data to an OPC client for further processing. In
the opposite direction, a client can also supply a server with data. The data is exchanged in
the form of OPC items. These are addressed using their symbolic names that you assign
during configuration of the OPC server.

Access mechanism

The open interface standard OPC uses the RPC (Remote Procedure Call) access mechanism.
RPC is used to forward messages with which a distributed application can call up services on
several computers in the network.

The OPC client is an application that requests process data from the OPC server over the OPC
software interface.

The OPC server is a program that offers a standardized software interface to applications of
different vendors. The OPC server is an intermediate layer between these applications to
process the process data, the various network protocols, and the interfaces for access to the
data.

Protocol profile

OPC can use all standard protocols available to DCOM (Distributed Component Object
Model) on a computer to access data of an automation system via an OPC server. OPC is
not restricted to any particular standard protocol. The preferred standard protocol for

communication is the datagram TCP/IP.

3.4.2 DCOM settings

Data is exchanged between an OPC DA server and OPC client over the DCOM interface.
Before communication is possible, the launch and access permissions of DCOM must be set
correctly. The DCOM settings depend, for example, on the network configuration and
security aspects.

Notice

The description below deals with the full enabling of the OPC DA server without considering
safety aspects. With these settings, it is possible to communicate over OPC. There is,
however, no guarantee that the functionality of other modules will not be impaired. We
recommend that you ask your network administrator to make these settings. To configure
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DCOM, you require fundamental knowledge of the network technology of Windows 2000
and Windows XP.

For more detailed information on DCOM, refer to the documentation of Windows 2000 and
Windows XP. You configure DCOM using the program "dcomcnfg.exe."

Starting dcomcenfg in Windows 2000

1. Click on "Run" in the start menu of the operating system. Type in "dcomcnfg.exe.” The
"Properties of DCOM configuration™ dialog opens.

2. Click on the "Applications" tab. Select desired OPC server as "Applications."

3. Click "Properties". The desired OPC server properties” dialog opens. Set the properties of
the application.

Starting dcomcnfg in Windows XP

Windows XP basically provides the same configuration options for DCOM as the other
versions of Windows. The difference is that the dialog layouts have changed.

1. Go to the Start menu of the operating system and select the command "Settings Control
Panel™.

2. Double-click on "Administrative tools Component services". The "Component services"
dialog opens.

3. In the structure tree, expand
"Console Root\Component\Services\Computers\My Compute\DCOM Configuration™

4. Select desired OPC server as "Applications.” Open the context-sensitive menu of desired
OPC server and select "Properties.” The dialog opens. Set the properties of the application.
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3.4.3 Configuring DCOM on the OPC DA server

Introduction

Before the OPC client can launch the OPC DA server and establish the process
communications connection successfully, the launch and access permissions of the OPC
server must be set correctly.

Requirements
* You have started the "dcomncfg.exe™ program.

* The desired OPC server properties dialog is open.

Procedure

1. Click on the "General" tab.

2. As the "Authentication level”, select “"None."

3. Click on the "Security" tab.

4. Click "Use custom access permissions."

5. Click the "Edit" button. The "Registry value permissions"” dialog opens.

6. Add the users "Administrators", "Interactive", "Everyone", "Network", and "System™ and
select "Allow Access" as the "Type of Access." Click "OK" to close the dialog box.

7. Click "Use custom launch permissions.”
8. Click the "Edit" button. The "Registry value permissions” dialog opens.

9. Add the users "Everyone” and "Network" and select "Allow Launch" as the "Type of
Access." Click "OK" to close the dialog box.

10. Click on the "Location" tab. Click "Run application on this computer."

11. Click "OK" to close all open dialogs.
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4 Operating Structure of NeuroSystems

This part of the manual provides a systematic overview of the options provided
in NEUROSYSTEMS. It is ordered according to the menu items and operating
structures available in the working window.

With the program NEUROSYSTEMS you can create a project. A project is a neural network
specified by the choice of targetsystem, its inputs and outputs (number and properties), its
network type and its structure. Editing is performed in a window with the name
NeuroSystems. It is the working window (basic window) of NEUROSYSTEMS.

4.1 Working Window

When you first start NEUROSYSTEMS an incomplete working window is opened which does not
yet contain a project. Only the menu items File, View and Help are available. The working
window is only displayed completely when there is a open project. You can open and edit a
project in one of two ways.

e Loading an existing project with File/Open

e Creating a new project with File/New and entering the external network structure (number
of inputs and outputs and the targetsystem).

The complete working window (which is what we shall refer to as the "working window")
shows the complete menu bar and a window with the block diagram of the neural network.
This block diagram window plays a central role in processing the project and is therefore
called the project window current project window contains all activities for editing the neural
network. You can access them via the block symbols of the inputs and outputs and of the
network which function as buttons. The activities are subdivided into two sections:

e Properties of the inputs and outputs and

e Properties of the network.
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Operation of the program when you are working on a project is mainly based on the menu bar
and the project window. Its blocks function as buttons. It must remain open during the entire
time you are working on the project, but it can be minimized to icon size of course. If other
windows are opened as you work on a project, they are given the project name and are
numbered. The actual project window is then always labeled as number 1, e.g.

"C:\Programs\SIEMENS\NeuroSystems\Samples\NeuroSystems\xor.snl:1".

If you close the project window you also close the windows associated with it and terminate
the project.

In one session with NEUROSYSTEMS you can work on more than one project in parallel . In this
case, several project windows are open in the working window (distinguished by the project
name).

The menus of the working window and its sub items are usually activated as follows
e with a click of the left mouse button on the menu name in the menu bar or table or

¢ with the key combination <Alt + ... (letter underlined in the name in the menu)>.
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Other options for operation are stated with the menu items below under "Shortcut:".

Example: Key combination:
To close a file activate the sub item Close in the File menu. You can also use the
key combinations <Alt+F, C>.

Note: From now on, the abbreviation LMB is used for "left mouse button” and RMB is
used for "right mouse button".

Menu items buttons are activated by clicking them with the LMB.

4.2 Menu: File

With this menu you can:
¢ begin and exit project work,
e save a project,

o exchange *.fpl project files with the Siemens program tools FuzzyCONTROL++,
FuzzyCoNTROL, and PROFuUzzy .

4.2.1 New

Shortcut: In the toolbar click with the LMB on the icon

Key combination <CTRL+N> or <ALT+F, N>
With this command you create a new project. It opens the dialog box New....

Dialog box New...

In the dialog box “New...”” you can set the number of inputs and outputs and the targetsystem
for the project.

The maximum number of inputs and outputs depend on the targetsystem you plan your
neural network for:
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Targetsystem inputs outputs neurons weights
S7-4K: 4 4 99 199
S7-20K: 100 10 160 1660
WinCC: 10 5 no limit no limit
ActiveX: 100 10 no limit no limit
OPC: 100 10 no limit no limit
CFC-4K: 4 4 ? ?
CFC-20K: 100 10 ? ?

S7-4K as well as S7-20K is running under SIMATIC S7-300 and SIMATIC S7-400.

If you use a neurofuzzy network (NFN), there is general restriction to a maximum of 8
inputs and 4 outputs.

The definition made here can still be modified later on in the Edit menu, where you can add
or delete inputs and outputs (within the limits mentioned above).

The S7-4K, S7-20K, WIinCC, ActiveX and OPC can be selected as the targetsystem you want
to design the network for. The default setting is S7-4K. Correct selection of the targetsystem
avoids any possible memory and capacity problems when loading the trained networks to the
targetsystems later on. The setting made here can still be modified later on using the menu
item Targetsystem/Selection. However, you should avoid this, because some operations in
NEUROSYSTEMS work dependent on the targetsystem setting. If you alter the setting later on,
the performance and the exactness of the neural network eventually can not reach the
maximum possible level. So please select the correct targetsystem when you create your
project and do not change it later on, if possible!

Once you have closed the window by clicking OK, the project is defined and is given the
initial name Newl. The corresponding project window is displayed with a symbolic
representation of the neural network. If you create several new projects one after the other,
they appear with the initial names Newl, New2, etc. in the working window NEUROSYSTEMS.
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4.2.2 Open
Shortcut: In the toolbar click with the LMB on the icon

Key combination <CTRL+O> or <ALT+F, O>

Use this command if you want to resume work on an previously saved NEUROSYSTEMS project.
The Windows dialog box Open appears

Look ir: | 3 XOR v|O # @

mxar.snl

mxur_trained.snl

File narmne: || | [ Open l

Filez of type: |“.snl v| [ Cancel ]

If you mark the filename in the list with the LMB and click on Open, the project, here xor.snl,
appears in the working window in the form of the associated project window. With
NEUROSYSTEMS you can edit more than one project in parallel. You can therefore open more
than one project, in which case, each appears in a project window, with the project name as its
title, in the working window NeuroSystems.

4.2.3 Close
Shortcut: In the project window with a single LMB click on the icon

with a double LMB click on the icon [
Hotkeys <ALT+F, C>
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This command terminates the current project and closes the project window and all associated
windows. The working window of NEUROSYSTEMS remains.

If changes were made to the project (which is usually the case), NEUROSYSTEMS asks whether
you want the project to be saved under the same name.

NeurnoSystems §|

' Ci\Program FileshSiemensikeuroSystems Y5, 04Samplesi < CRYcor.snl has been modified!
[ Should the changes be saved?

[ Yes H Mo H Cancel ]

If you answer “Yes”, the previous version is overwritten with the current version. If you
answer No any changes that were made are lost and the project remains in its previous state.

If you close a newly created project, NEUROSYSTEMS opens the dialog box Save as, where you
can define the name of the project before it is saved.

4.2.4 Save

Shortcut: In the toolbar click with the LMB on the icon
Key combination = <CTRL+S> or <ALT+F, S>

Use this command to save the current project under its current name and directory. The
project is saved with the extension *.snl (SIEMENS NEURO LANGUAGE).

425 Save As ...

Shortcut: Key combination  <ALT+F, A>

If you want to change the name and/or the directory of an existing project, you must pick the
command Save as. When a project is first saved, NEUROSYSTEMS displays the dialog box Save
as, so that you can give your project a name. A project is saved with the extension *.snl
(SIEMENS NEURO LANGUAGE).
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4.2.6 Import / Export
Shortcut: Key combination  <ALT+F, I/E>

These commands are used to exchange *.fpl files between NEUROSYSTEMS and the
FuzzyCoNTROL++ tool from Siemens AG. With Import you can import a fuzzy *.fpl file
created with the FuzzyCoNTROL++ tool and edit it as an NFN-Structure with NEUROSYSTEMS.
With Export you can export an NFN (NeuroFuzzy Network) configured with NEUROSYSTEMS
as a fuzzy *.fpl file, and edit it with the FuzzyCoNTROL++ tool for example.

You can also exchange *.fpl files with the Siemens programs FuzzyCoNTROL, and PROFuUZzzy.

42.7 1,2,3,4

With this menu item you can re-open directly one of the last four projects you have been
closed. The project at the top of the list was the last closed.

4.2.8 Exit

Shortcut: In the working window NeuroSystems with a single LMB click on the
icon & or a double click on E

Key combination  <Alt+F4> or <Alt+F, X>

Use this command to exit your NEUROSYSTEMS session. If changes were made to the project,
NEUROSYSTEMS asks whether you want to save the project under its previous name.
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4.3 Menu: Edit

The Edit menu is used to add or remove inputs and outputs in the current project. Moreover,
you can edit the network type.

4.3.1 Inserting Inputs/Outputs

Shortcut: Click on the input/output concerned with the RMB in the project window
and select Insert or Delete. To edit the network just double-click it with
the LMB.

Hotkeys: <ALTH+E, I, I> (Input)

<ALT+E, O, I> (Output)

Insert Inputs E|
Cuantity
[nzert from position Z

This dialog box appears for inserting inputs. You must state the number of inputs to be
inserted and the position at which they are to be inserted. The input which is uppermost in the
block diagram is at position 1. After confirmation with OK the inputs are inserted at the
required location and the existing inputs are shifted downward.

Insertion of outputs is performed analogously.

Note: Inserting in- or outputs is not possible, if learn or test windows are open.
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4.3.2 Deleting Inputs/Outputs

Shortcut: Click on the input/output concerned with the RMB in the project window
and select Delete.

Hotkeys: <ALT+E, I, D> (Input)
<ALT+E, O, D> (Output)

Delete Inputs E|
Mumber
Delete from pozition 2

You can remove inputs with this dialog box. You must state the number inputs to be deleted
and the position from which they are to be removed. The input at the specified position is
deleted. The input which is uppermost in the block diagram is at position 1. After you have
clicked OK a query is displayed, which you must confirm to delete the inputs. There must
always be at least one input and one output.

Deletion of outputs is performed analogously.

Note:Deleting in- or outputs is not possible, if learn or test windows are open.

4.3.3 Editing Inputs/Outputs

Shortcut: Double-click with the LMB on the button of the affected input.
Click with the RMB on the input concerned and select Properties...
Hotkeys <ALT+E, I, P> (Input)
<ALT+E, O, P> (Output)
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The properties of inputs and outputs are the same. They are:

e Range, which can be changed or displayed
¢ Name, which can be changed
e Text input

We shall explain the above properties using the example of the Input Properties dialog box
shown in the following figure.

Input Properties g|
R arige
lower Bound: 0.0000
upper Baound: 1.0000
Mame
Mame of the Input: Inputd1
(%) just for thiz lnput
3 for all Inputs
() Far thiz and the fallowing Inputs
k. ] [ Cancel ] [ Help
Range

The smallest and largest numerical values that occur for the selected input are displayed as
the entries for minimum and maximum. These indications refer to the currently selected input
and can be changed manually only for this input. Further please keep in mind that the
minimum must be smaller than or equal to the maximum. Appropriate selection of the limits
is important for the success of the neural network'’s learning and for the graphic displays (e.g.
3-D graphic representation).
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Note: Once you have normalized a network, you should not change the values. If this is
necessary (e.g. because of new data), you must retrain the network to avoid
erroneous results.

Name

In the enter box, you can enter a name relevant to the problem being solved for this input. The
name may contain up to ten characters. The first character must not be a number. Special
characters and accented characters are also not permitted. If you would like to use the name
for the other inputs, you must provide it with a continuous numeration and it will be applied
to the inputs.

Text input
In the lower textbox you can enter an according text for the in- or output.
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4.3.4 Editing the Network Type

Shortcut: Double-click on the network block with the LMB
Click with the RMB on the network and select Network Type...

Hotkeys: <ALT+E, N

Network Type E|

Metwork, Tope
(%) MLP [ Multi Layer Perception |

) FREF [Fadial - Baszis - Functions |

0 MFM [ MeuroFuzzy - Metwork |

Structure...

[ (] ] [ Cancel ] [ Help ]

By clicking on a radio button with the LMB you can select one of the three possible network
types. Each type of network has its own options. The settings you can make for the network
type you select are made in the ... Structure dialog box, which you can open with the

Structure button.

Text input
In the lower textbox you can enter an according text for the in- or output.

140 Chapter: "OPERATING STRUCTURE OF NEUROSYSTEMS"



Version 5.0

Copyright ©, Siemens AG, 2006

‘@ NEUROSYSTEMS

4.3.4.1 MLP Network

You can select one or two hidden layers. The network can therefore have 3 to 4 layers. In
each hidden layer you can choose 1 to 50 neurons. Wrong values are rejected by the program
(message box). The number of neurons in the input and output layer is the same as the number

of inputs and outputs defined in the Edit menu.

MLP Structure

Mumber of Lapers : w

Mumnber of Meurons

It Hidden Hidden Dutput

X]

Layer; Laper1: Layer 2 Laver;
2 5 |5 | 1
k. l [ Cancel ] [ Help
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4.3.4.2 RBF network:

This type of network always has 3 layers. It therefore always has one hidden layer, for which
you can select 1 to 50 neurons. Impossible numeric values are rejected by the program
(message box). The number of neurons in the input and output layer is the same as the number
of inputs and outputs defined in the Edit menu.

RBF Structure g|

Mumber of Layers : 3

MHumnber of Meurons

[k Hidden Cutput
Layer: Layer: Layer:
2 1
(] l [ Cancel ] [ Help

4.3.4.3 NFN (neurofuzzy network):

When using an NFN there are a maximum number of 8 inputs and 4 outputs at your disposal.
You can enter the number of membership functions (linguistic values, fuzzy sets) for each of
your inputs and outputs (linguistic variables). Trapezoidal membership functions (MSF) are
used for the inputs, singletons for the outputs. There is a maximum of 7 membership
functions per input and 9 membership functions per output. In addition, the product of the
number of all input membership functions has to be less or equal to 2000.
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NFN Structure E|
[nput - Humber of Cutput : Murmber of
kemberzhip Functions ; temberzhip Functions ;
[nputdl E Output0d 3
[nputd2 2
Carcel ] [t
Example:

3 inputs with 5 MSF each and 2 inputs with 4 MSF each  5*5*5*4*4=2000: possible!
4 inputs with 5 MSF each and 1 input with 4 MSF each  5*5*5*5*4=2500: not possible!

If you choose this network type the fuzzy membership functions of the inputs and outputs will
be adapted automatically during the learning process and a suitable rule base will be
generated. NEUROSYSTEMS will only generate rules with AND operations in the IF part. The
Sugeno inference method (sum-min-inference with singletons) will be used.

After a successful learning run, you can export the result to FuzzvyCONTROL++ (See
File/Export menu).

Note: You can already take a look at the fuzzy rules generated in the *.fpl file, which
contains the necessary information as an ASCI|I text.
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4.3.4.4 Network Properties

The network is characterized by its type and its structure. You can access the settings for the
network via the button representing the network in the block diagram. You can select the set
options with two dialog boxes Network Type and Structure. Please refer Part | of this Manual
for information about the structures of the neural networks used here and how they work. You
can obtain information about the properties of the current network in the Network Properties
window, which you can open by clicking with the RMB on the network block and selecting
Properties.

Network Properties El

Mame of the netwark:  Mewl
Metwark, Type: kLP
Mumnber of neurans: 13

Murnber of *Weights: a1

Murnber of lapers: 4

Metwork Status: Fully Connected
Learned: Mo

Learmfile: h.4.
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4.4 Menu: Targetsystem

The runtime modules for the targetsystems S7, ActiveX, OPC and SIMATIC WinCC
compute the output values to given input values online, using the algorithm of the
parameterized neural network. If you use S7 the network information will be transmitted to
the targetsystem by writing an S7 data block (DB). If you use SIMATIC WinCC and
ActiveXControl the network information will be handed to the runtime module (Neuro.OLL)
via an *.snl-file.

The menu items “Targetsystem/Manager” and “Targetsystem/Selection” are made available
for all targetsystems. The menu items "Targetsystem/Connect"”, "Targetsystem/Disconnect”,
"Targetsystem/Read" and "Targetsystem/Write" are depending on selected targetsystems.

This picture shows an overview of the interfaces, drivers and targetsystems (Runtime
Modules):

- Configuration

OPC
option

OPC

CLIENT

PCS7 Targetsystem
option

Driver

External
software

Online
connection

LAN

Runtime
modules

] Win
STEP 7 (S?) PCS 7 WinCC Windows Application
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4.4.1 Manager
Shortcut: Hotkeys <ALT+S, M>

With help of the targetsystem manager you recieve information on the installed targetsystems,
special information on a selected targetsystem or you can install or delete a further
targetsystem.

Targetsystem Manager,

With the targetsystem manager, vou can
inztall and/or delete program components to
access a targetzystem.

@ %]

Inztalled targetaystems

A chive A Crriver Infa...
arC

720K

EEjEF " delete

[nztall bargetzystern component
Target_S7_MNS.dl

Activel DLL Selectian...
S7-20K

S7-4k

inzert

Help
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4.4.1.1 Installed targetsystems

In the dialog “targetsystem manager” all installed targetsystems are displayed in a list. By
selecting one of the targetsystems and by pressing the button “driver info” you get to the
“Driver Info” dialog that contains information on the selected targetsystem component.

Driver Info g|

Actual Targetzwstem: S57-4K.

Path/M ame of the DLL:
C:%Program FileshSIEMEMNS \MeuroSystems W5 00T argeth Target_S7_MS.dl

Drriveer Information

Yergion Interface 2000

Diriver Wergion 2000

Marne of the Driver STk, S7-20K WinCC-OLL, Actives
M arne of the Driver Author Lhwe Eohler, Geyer Klaus: Siemens AG
E ztablish Connection pozzible

Read Data pozzible

Wirite Data pozzible

Data Logger pozzible

T argetsystem [nformation

maw. number of inputs 4
Starage space per inpt 12
max. humber of outputs 4
Storage space per output 12
ax. humber of nodes 93
Starage space per hode g
maw. number of weights 199
Starage space per weight 10
total storage space 4096

Further you can receive the dialog “Driver Info” while creating a new project, by clicking the
button “driver info” in the “project new” dialog.

In the “Driver Info” dialog you can read up general driver data and information on the
quantity structure, e.g. the number of in- and outputs, that the targetsystem can support at
most. These limits are controlled by NEUROSYSTEMS and FuzzyCoNTROL++ during the
processing of the project. If a violation occurs the user receives an error message with the
note that the quantity structure has been violated and will not be supported by the
targetsystem.
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4.4.1.2 Deleting targetsystem components

To delete a no longer required targetsystem select the targetsystem from the list in the
“targetsystem manger” and press the “delete” button. The targetsystem will be removed from
the list as well as out of the registry.

4.4.1.3 Installing targetsystem components

To install a targetsystem you must select a targetsystem-DLL with the “Select DLL” button.
A dialog will appear in which you must select the analogical targetsystem-DLL. After you
have selected a DLL, targetsystems will be offered in the list below which can be adopted into
the upper list and be made available for further dialogs (“targetsystem selection” or “new
file”), by clicking the “add” button.

The path/name of the DLL may appear more than once (when for example both targetsystems
S7-4K and S7-20K are present in one DLL).

The standard is that targetsystems WinCC, S7-4K, S7-20K and AktiveX are supported.
These four targetsystems are included in the driver-DLL Target_S7_NS.dll .

Targetsystem OPC is included in the driver-DLL Target OPC_NS.dll .

Attention: Since registry entries are made once you install, delete or select a targetsystem,
the user must have administration rights to be able to do targetsystem sedttings. A
normal user will get an error message.

4.4.2 Selection

Shortcut: Hotkeys <ALT+S, S>

With this command you can select the targetsystem on which you intend to run your neuro
application. You can choose between the systems ActiveX, S7-4K, S7-20K, OPC and
WinCC.
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Targetsystem Selection E|

Awailable Targetsysterns: | B -

Current T argetsysten: ho targetzyztemn [offline]

[ Cancel ] [ Help ]

The maximum number of inputs and outputs, neurons and weights which can be defined is
dependent on the chosen targetsystem:

Targetsystem inputs outputs neurons weights
S7-4K: 4 4 99 199
S7-20K: 100 10 160 1660
WinCC: 10 5 no limit no limit
ActiveX: 100 10 no limit no limit
OPC: 100 10 no limit no limit
CFC-4K: 4 4 ? ?
CFC-20K: 100 10 ? ?

Caution: When using a NeuroFuzzy-Network (NFN) there is a maximum of 8 inputs and 4
outputs for all targetsystems!

Both S7-4K and S7-20K are run capable in SIMATIC S7-300 amd SIMATIC S7-400.

Attention: Please select the targetsystem when you create your project with File/New and do
not change it later on as possible, because some operations in NEUROSYSTEMS
work dependant on the targetsystem setting. If you alter the setting the
performance and the exactness of the neural network eventually can not reach the
maximum possible level.
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4.4.3 Targetsystem S7

4.4.3.1 Selection
Shortcut: Hotkeys <ALT+S, S>

In this dialog you can choose between different targetsystems. Pick S7-4K or S720K from the
list and confirm with OK.

Targetsystem Selection rs__(|

Avallable T argetzpstems: | S7-20K w |

Drriver Info...

Current T argetzpzten: SY-20K,

Cancel ] [ Help ]

The window targetsystem info is used as an information window and opens once the
targetsystem S7-4K or S7-20K have been selected. It can be closed at any time and has no
bearing on the going concern. Every file access from the projection tool NEUROSYSTEMS to the
targetsystem instance is displayed by the progress bar. The number of accesses rises with
connected targetsystems, once the curve plotter is active.

argetsystem Info [ | | [X]
T argetzpstem ST-20K,
Project Mame o
LB e
Inputs s
Outputs ey
Statuz Mot connected
Access bo Targetsystem
(& J
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After a connection the parameters will be set.

The targetsystem specific settings of S7-4K are shown by the dialog diver info, which you can
receive by pressing the button driver info.

The targetsystem specific settings for S7-4K are the following.

Driver Info

Actual Targetzustem:

Fath/Mame of the DLL:
C:%Proagram FilezhSIEMEMNS Y MeuraSystems W5 0NT argeth T arget_S57_MS.dl

Ciriver Information
Yersion Interface
Diriver Werzion

M arne of the Driver

M arme of the Driver Author

E ztablizh Connection
Read Data

Wirite D ata

Data Logger

T argetaystem [nformation

mas. number of inputs
Storage space per input

max. humber of outputs
Storage space per output

ay. number of nodez
Starage space per node

mas. number of weights
Starage space per weight
total storage space

ST-4K

2000

2000

STk, S57-20K, WinCC-0LL, Actives
Lhwe Kiohler, Geyer Klauz; Siemens &G

poszible
pozzible
pozzible
pozzible

12

12
93

139
10
4036

X
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The targetsystem specific settings for S7-20K are the following.

Driver Info g|

Actual Targetzustem: S¥-20K

Fath/Mame of the DLL:
C:%Proagram FilezhSIEMEMNS Y MeuraSystems W5 0NT argeth T arget_S57_MS.dl

Drriver Infarmation

Yersion Interface 2000

Diriver Werzion 2000

M arne of the Driver STk, S57-20K, WinCC-0LL, Actives
M arme of the Driver Author Lhwe Kiohler, Geyer Klauz; Siemens &G
E ztablish Connection poszible

Read Data pozzible

wirite D ata pozzible

Data Logger pozzible

T argetaystem [nformation

mas. number of inputs 100
Storage space per input 12
max. humber of outputs 10
Storage space per output 12

ax. number of nodes 160
Starage space per node a
mas. number of weights 1660
Starage space per weight 10
total storage space 20430

Here you can use the S7-4K and S7-20K function blocks. For the interconnection to the
SIMATIC S7 you need the configuring tool SIMATIC NET SOFTNET. In addition you need
the S732.dll file which is installed together with the SIMATIC NET SOFTNET tool.

All cards, except CP5511 will be supported.
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4.4.3.2 Targetsystem: Connect
Shortcut: Hotkeys <ALT+S, C>

This command sets up a connection to the data block of the selected targetsystem (S7-4K, S7-
20K). This enables you to read or write a data block (DB), belonging to a neuro function
block (FB), to or from an automation device. For the SIMATIC S7-300/400 there is a 4
KByte and a 20 KByte data block available. For both DBs there are matching FBs. It is
possible to realize multiple neural networks with DBs for each network and one shared FB for
all the networks.

Note: The small 4 KByte DB and the matching FB can be applied to the SIMATIC S7-400,
too.

To establish a connection between the configuring tool and the SIMATIC S7, proceed as the
following:

1. There is a neuro function block (FB100 or FB101) as well as at least one neuro data block
located (e.g. DB100) on the targetsystem.

The neuro function block has called and initialised the instance DB at least once.
The configuring tool NEUROSYSTEMS is open and a project will be processed.

The menu “Targetsystem/Connection” will be activated.

a > w N

In the dialog Connection you will be asked to specify your connection closer.

e At first you have to enter the path to the SIMATIC communication software "S732.DLL"
on you computer. The default setting is your system directory. If this file is located in a
different directory, you can select it by clicking on "Browse..." or directly entering the
complete path name.

e Choose the right access point. The access points will be assigned to the CPs in “PG-PC-
interface configuring (SIMATIC NET)”. Over an access point the analogical CP will be
addressed.
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e The VFD (Virtual Field Device) in the field VFD-name will be generated automatically.
The S7 connections are assigned to this VFD-name. If you want to connect more than one
project to the targetsystem at the same time, all of your oppened projects need different
VFD-names.

FuzzyControl++ Access point 1 Connections Hardeware CP MPI
VEDX | I
| //—I Name a |
Project 1 | [
—| [ Nameb +—
VEDY | |
// Namec —
Project2] — | |
Name d
—— VEDZ —|
I — — | [ ]
I Name e
I |
Project 3
\\ Access point 2 Connections Hardware CP LAN
\'\ VEDX /_I—/ Name x

Assingment project-Access point-VFD-connections-CP

e For the choice of your destination adress you must make the following differentiation:
MPI

The connection to the SIMATIC S7 must be established with a MPI- card (Multi Point
Interface). For communication you require the SIMATIC NET - Software SOFTNET S7 PB.
Enter the MPI- adress of the CPU into the field destination adress. This coherent number
(between 0 and 126) may only have three digits at maximum.

PB (PROFIBUS)

The connection to the SIMATIC S7 must be established with a PROFIBUS-card For
communication you require SIMATIC NET - Software SOFTNET S7 PB. Enter the
MPI/Profibus- adress of the CPU into the field destination address This coherent number
(between 0 and 126) may only have three digits at maximum.
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IE (Industrial Ethernet

The connection to the SIMATIC S7 must be established with a Ethernet-card For
communication you require SIMATIC NET - Software SOFTNET S7 IE. Enter the Industrial
Ethernet- adress of the CPU into the field destination address These six double-digit hex-
numbers between 0x0 and OxFF are seperated by dots (e.g.: 00.FF.0A.F0.1.EE). )

TCP/IP

The connection to the SIMATIC S7 must be established with a Ethernet-card For
communication you require SIMATIC NET - Software SOFTNET S7 IE. Enter the TCP/IP-
adress of the CPU into the field destination address These four triple-digit decimal-numbers
between 0 and 255 are seperated by dots (e.g.: 141.8.10.237).

e Enter the S7- rack (between 0 and 7) into the edit box rack.
e Enter the number of the slot used in the rack (between 0 and 18) into the edit box slot.

e Enter the number of the neural data block for the S7-CPU (between 0 and 999999) into the
box number of data block.

o In the lower text box you can enter in according text for this connection.

Connect

Communication Software SIMATICHMET [S7¥32.0LL]

CAWINNTASYSTEM32A5732.DLL
Connection [nformation Connection Parameter
T argetzystem name: S7-4K. (%1 MPY
Access point: Target addrezs:; 3 =
WED-M ame: Back: 0
[] edi Slat: 3

Mumber of the DB: 1m
EER T
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Note: For existing connections, you can not only read data from neuro data blocks, but
also archive and display process data online in the curve plotter of the configuration
tool.

For more information please refer to the corresponding SIMATIC documentation SIMATIC
NET.

If the connection is established successfully, you can assign the neural system to the data
block in the CPU.
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4.4.3.3 Targetsystem: Disconnect
Shortcut: Hotkeys <ALT+S, D>

This command breaks off an existing connection to the targetsystem (S7-4K, S7-20K).

4.4.3.4 Targetsystem: Read
Shortcut: Hotkeys <ALT+S, R>

This command reads a data block (DB) from the targetsystem (S7-4K, S7-20K). When
reading the data, the active network in NEUROSYSTEMS will be overwritten with the data
of the DB. Because of this, the reading of the DB has to be confirmed in a dialog box. If you
do not want to overwrite your current network you have to create a new network and
overwrite it with the DB network data. The number of inputs and outputs, the network type
etc. of the new network does not need to be the same as those of the read network!

4.4.3.5 Targetsystem: Write
Shortcut: Hotkeys <ALT+S, W>

With this command you can write a data block (DB) to the targetsystem (S7-4K, S7-20K). It
is possible to transmit the DB during the operation of the S7. However, please note that the
execution of the neuro module has to be stopped during transmission!
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4.44 Targetsystem WIinCC

Note: This targetsysten will be supported up to the version WInCC V6.0 SPO. From the
version WINCC V6.0 SP1 on, there are no NEUROSYSTEMS OLL- objects any more. You
should use the ActiveX component.

The neural runtime module, which is realised by the ,,Neuro.oll“ file, represents an expansion
of the Siemens software SIMATIC-WInCC. It makes the use of modern methods and
applications possible, in which the abilities of neural systems come to use. The PC-
configuring tool NEUROSYSTEMS is used for the projection of neural systems.

To make the OLL- object available in the graphical WinCC-Editor Graphics Designer you
must proceed as the following:

e Open the context menu, which belongs to the Graphics Designer by clicking on the
Graphics Designer with the right mouse button. Next please select the Graphic-OLL.

e Now select ,,neuro.oll” from the left window (available Graphic-OLL) and adopt it to the
right window (selected Graphic-OLL) with help of the arrow push button.

The Graphics Designer object palette now includes the new block in the group Smart-objects.
The new object can be used in the same way that the already existing WinCC-Smart-objects
have been used.

After creating a neural object on the drawing page of the Graphics Designers, you can
determine its behaviour with the appending object properties window. The window is opened
by clicking on the object with the right mouse button and subsequent selection of properties,
or by double clicking with the left mouse button. The assignment of a certain neural in-
/output behaviour to the built WinCC- object, happens by indicating a NEUROSYSTEMS *.snl-
file. The analogical file has to be indicated for the attribute snl-file (in properties). The entry
however must be carried out with the entire path name. After the file has been imported
successfully, a display with the number of in- and outputs (in properties) of the projected
neural system will appear. In addition the in- and outputs will be illustrated graphically by
small lines on the object. In properties/in-/outputs you can see all in- and outputs and their
current values. Neural objects are limited to a maximum of 10 in- and 5 outputs.

A simple function test of the block can be done by changing the input values (window object
properties in properties/in-/outputs) manually and watching the resultant changes of the
output values.
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The single in- and outputs can be activated by a direct connection, tags or c- actions or linked
with other objects (dynamic sampling). The new object is now fully integrated into the
WinCC- surrounding.

For further information please use the accordant WinCC- manuals.

4.4.4.1 Selection
Shortcut: Hotkeys <ALT+S S>

In this dialog you can choose between different targetsystems. Pick WinCC from the list and
confirm with OK.

Tangetsystem Selection E|

twailable Targetsystems: | NN

Current T argetsysten: S7-20K

[ Cancel ] [ Help ]

By selecting a targetsystem you can possibly exclude memory and capacity problems while
loading the neural network to the targetsystem WinCC.

During projection of the neural network the maximum possible numberlof in- and outputs
will be checked automatically and reported if violated.

The targetsystem specific settings of WinCC are shown by the dialog diver info, which you
can receive by pressing the button driver info.

The targetsystem specific settings in WinCC are shown by the following dialog.
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Driver, Info E

Actual Targetzystern: WinCC

Fath/Mame of the DLL:
C:AProagrarm FilezhSiemenzhMeuraSostems Yo 05T argetsT arget_S57_MS.dl

Ciriver [nformation

Verzion |nterface 2000

Diriver YWergion 2000

Mame of the Diriver STk, S57-20K, WinCC-OLL, Actives
Mame of the Driver Author lwe Kohler, Geyer Klaus; Siemens &G
E ztablish Connection not poszible

Read Data not pogzible

wWrite Data not pogzible

[rata Logger not pogzible

T argetsystern nfarmation

max. number of inputs 10
Storage space per input 12
max. number of outputs 5
Storage space per output 12

ax. number of nodes infinite
Storage space per hode a
max. number of weights infinite
Starage space per weight 10
total storage space infirite

4.4.4.2 Connect

Connect targetsystem is not realised in WinCC

4.4.4.3 Disconnect

Disconnect targetsystem is not realised in WinCC

4444 Read

Read targetsystem is not realised in WinCC

4445 Write
Write targetsystem is not realised in WInCC.
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445 Targetsystem ActiveX

Note: Because there are no NEUROSYSTEMS OLL- objects from the version SIMATIC
WinCC V6.0 SP1 on, that are required by the targetsystem WinCC; you should use
the ActiveX component for SIMATIC WinCC.

The realised neural runtime module ActiveX can also be used for the Siemens software
SIMATIC-WInCC. In contrast to the OLL- version it has not been designed especially for
SIMATIC WinCC. The ActiveX component can be integrated within any ActiveX container.
There is no limitation to the number of in- and outputs. 100 in- and 10 outputs are possible.

4.45.1 Selection
Shortcut: Hotkeys <ALT+S, S>

In this dialog you can choose between different targetsystems. Pick ActiveX from the list and
confirm with OK.

Targetsystem Selection

x]

Available T argeteystems: | =S

Drriver Info...

Current T argetsysten: WinCC

[ Cancel ] [ Help ]

By selecting a targetsystem you can possibly exclude memory and capacity problems while
loading the neural network to the targetsystem ActiveX

The targetsystem specific settings in ActiveX are shown by the following dialog.
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Driver, Info E

Actual Targetzystern: Actives

Fath/Mame of the DLL:
C:AProagrarm FilezhSiemenzhMeuraSostems Yo 05T argetsT arget_S57_MS.dl

Ciriver [nformation

Verzion |nterface 2000

Diriver YWergion 2000

Mame of the Diriver STk, S57-20K, WinCC-OLL, Actives
Mame of the Driver Author lwe Kohler, Geyer Klaus; Siemens &G
E ztablish Connection not poszible

Read Data not pogzible

wWrite Data not pogzible

[rata Logger not pogzible

T argetsystern nfarmation

max. number of inputs 100
Storage space per input 12
max. number of outputs 10
Storage space per output 12

ax. number of nodes infinite
Storage space per hode a
max. number of weights infinite
Starage space per weight 10
total storage space infirite

4.45.2 Connect

Connect targetsystem is not realised in ActiveX.

4.45.3 Disconnect

Disconnect targetsystem is not realised in ActiveX

4.45.4 Read

Read targetsystem is not realised in ActiveX

4455 Write

Write targetsystem is not realised in ActiveX

162 Chapter: "OPERATING STRUCTURE OF NEUROSYSTEMS"



‘@ NEUROSYSTEMS Version 5.0 Copyright ©, Siemens AG, 2006

4.4.6 Targetsystem OPC

4.4.6.1 Selection
Shortcut: Hotkeys <ALT+S, S>

In this dialog you can choose between different targetsystems. Pick OPC from the list and
confirm with OK.

Targetsystem Selection E|

Availlable T argetspstems: | W |

Current Targetzpsten:  winCC

[ Cancel ] [ Help ]

The window Targetsystem Info is used as an information window and opens once the
targetsystem OPC has been selected. It can be closed at any time and has no bearing on the
going concern. Every file access from the projection tool NEUROSYSTEMS to the targetsystem
instance is displayed by the progress bar. The number of accesses rises with connected
targetsystems, once the curve plotter is active.

Targetsystem Info E| |E|E|
T argetzpstem QPC
Project Mame s
DB h. 4.
Inputs )
COutputs e
Status Mot connected
Access to Buntime Module;
L ]

After successful connection the parameters will be set.
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The targetsystem specific settings of OPC are shown by the dialog Diverlinfo, which you can
receive by pressing the button Diverlinfo.

Driver, Info E|

Actual Targetzystern: OFC

Fath/Mame of the DLL:
C:AProagram FilezhSiemenzhMeuraSostems Yo 05T argets T arget_0OPC_MS.dl

Ciriver [nformation

Verzion |nterface 2000
Diriver YWergion 2000
Marne af the Driver OPC Client far FuzzyContral++ and MeuroSpstemns

Mame of the Driver Author

K.olbe Mirko, Geyer Klaus

E ztablish Connection poszible
Read Data not pogzible
wWrite Data not pogzible
[rata Logger pozzible

T argetsystern nfarmation

max. number of inputs 100
Storage space per input 12

max. number of outputs 10

Storage space per output 12

ax. number of nodes infinite
Storage space per hode a

max. number of weights infinite
Starage space per weight 10

total storage space infirite

4.4.6.2 Connect

The targetsystem OPC represents a PC solution. The network is currently running on a PC
and receives its input values online via OPC connections. The network calculated output
values are written by OPC connections likewise. Each in- and output can receive its own OPC
tag on an OPC server. Up to 110 different OPC servers are possible for the 100 in- and 10
outputs.
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OPCClient
browsze sourcetags targettags
:l"_DF'E Server . = Inputd = Outputl
= @ Lakale Server RANDOM.10000%T_11 STATICYT_1.12
#il OPC IndustrialD ataBridge OPC.SITDemaServer OPC.SITDemaSerer
) OFC.5ITDemoServer ot connected ot connected
f@] OFC.DemoServer_Da 0.000000 0.000000
? OPC.DemoServer DAXML = Inputd2
& gg Metzwerkumgebung RAMDOM.100000T_14
OPC.SITDemaServer
ot connected
0.000000
| STATIC ~ Ttem Canonical Dat..,
|-—4 ¥T_BOOL | == 0 signed char{yT..
[ 4 VT BSTR @] signed char(¥T..
| : :I_;:TE w10 signed char(vT..
| 4 e ] signed char(yT,,
| 4 \I'T_IZ 7 signed char(yT,.
4 \"T_I‘I w13 signed char{yT..
4 VT:INT w14 signed char{vT..
|4 WT_R4 w15 signed char(vT..
| —4 VT_R8 wn 1R signed char(yT..
|4 ¥T_UI1 @17 signed char(vT..
|4 ¥T_UI2 &> 15 signed char{¥T..
|4 VT_UI4 w19 signed char(¥T..
|- NT_UINT L2 ] signed char(¥T..
|4 VT BOOL_¢— || w= 3 signed char(¥T..
|4 ¥T_BSTR_A w4 signed char(¥T..
|- WT_CY_ARF =5 signed char(yT..
|4 VT DATE ¢ = signed char(¥T..
[ 4 VT_ILARR =7 signed char(¥T..
[ ! VI—EZ—A?‘? | | > 5 signed char{yT., -
< 2l |[= b connect sourcetag
connect OFC C t Meurs i

The names of the inputs of the neural network are listed in the sourcetags list. Further you
can find the assigned tag name below the name, the according OPC server, the condition of
the connection and the tags’ value.

In the list targettags the names of the outputs are listed. Further you can see the assigned tag
name below, the according OPC server, the condition of the connection and the value of the
tag.

In the upper left list all the accessible OPC servers are listed. The red OPC servers are AE
(alarm event) servers. They may not be selected. The green OPC servers are the DA (data
access V2.0) servers, with whom you can arrange a connection. It is possible to browse
between servers within the list. By selecting a DA OPC server and confirming with the button
“connect itembrowser” the tags of the selected OPC server will be displayed in the lower left
list. It is possible to browse between tags within the list.

The assignment of a tag to an input happens by selecting a tag, selecting an input and
subsequent pressing the button *“connect sourcetag”. The assignment of a tag to an output
happens by selecting a tag, selecting an output and subsequent pressing the button “connect
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targettag”.

During projection the tags should be assigned only, if their type fits to the real value of the
network. If possible, the value adaptation will be done automatically. If the type does not fit,
an error report will appear.

Permitted data types

When OPC servers are connected, all data types are supported, which can be changed and are

in range.

The neural network needs for inputs and outputs FLOAT.

To avoid converting problems only tags from type FLOAT should be used.

OPC data type data type

change to FLOAT

VT_BOOL BOOL yes
VT 11 CHAR yes
VT Uil BYTE yes
VT I2 SHORT yes
VT _UI2 WORD yes
VT _Ul4 DWORD yes
VT 14 LONG yes
VT R4 FLOAT yes
VT RS DOUBLE  vyes
VT DATE DATE no
VT _BSTR STRING no
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The data types have the following value ranges:

OPC data type Range of values
VT_BOOL Oorl

VT_I1- 128 to 127

VT _Ull 0 to 255

VT 12 - 32768 to 32767

VT_UI2 0 to 65535

VT _Ul4 - 2147483648 to 2147483647

VT_l4 0 to 4294967295

VT _R4 3.402823466 e-38 to 3.402823466 e+38

VT_R8 1.7976931486231e-308 to 1.7976931486231e+308
VT _Date 1 Januar 100 to 31 Dezember 9999

Beneath the name of the in- or output the assigned tag name, the according OPC server and
the condition of the connection will be displayed. The current value of the tag will be
displayed, once the button “connect OPC” has been pressed. To not strain the system to
hard the values of the tags will only be read if changed. This applies for source as well as
target tags.

After pressing the button “connect Neuro/Fuzzy” the network will be fed with the upcoming
input values and calculates the output values that have been written to the target tags. As soon
as an input value has changed, a new calculation of the output values will occur.

The values of the target tags also will be read by the OPC servers if changed. After changing
the values will be displayed in the list of the target tags. Consequently it can be guaranteed
that the values have also been listed on the OPC servers.

The curve plotter can record and archive the values (see chapter curve plotter).

If a connection is disconnected during transmission, it will be recognized and reconnected
(automatic reconnection). Consequently a continuous operation without a handling inter-
vention is guaranteed.
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By clicking the button “Disconnect Neural/Fuzzy” the network will be deactivated, the OPC
connections however will stay active.

The button “Disconnect OPC” will disconnect the OPC connection.

Attention:

Closing the window will also stop transmission. Therefore the window should only be
minimized, if it is in the way.

The entire projection information, so the assignment of the OPC tags to the in- and outputs
will be read back and saved within the projection file in case of disconnect targetsystem. Thus
the next time you connect the targetsystem all assignments will already be existant and you
can activate the data transmission once more via the *“connect OPC” and *“connect
Neuro/Fuzzy” buttons.

4.4.6.3 Disconnect
Shortcut: Hotkeys <ALT+S, D>
This command will disconnect an existing connection to the target system OPC.

Via “disconnect targetsystem” the OPC connections will be shut down, if it hasn’t been done
via the *“disconnect OPC” button. The entire projection information will be read back and
can be saved within the project file via”save project”.

4.4.6.4 Read

It is not necessary to read the targetsystem in OPC.

4.4.6.,5 Write

It is not necessary to write the targetsystem in OPC. It will happen automatically via “connect
targetsystem” .
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4.5 Menu: Learn

The Learn menu is used to prepare and execute the learning process.

Preparation involves selecting the learning file and setting the learning environment
(validation data, error limit, learning time).

You can control learning with Start, Stop and Continue.

Often you can improve a learning result with Fine Tuning.

NOTE: Once you have created a network and have trained it with learning data you should
not "retrain™ it using a different learning data file. In this case it is recommended to create a
new neuro project and to train the new network with this learning data!

45.1 Learn: File Selection

-

Shortcut: In the toolbar with the LMB on the icon ﬁ'
Hotkeys <ALT+L, F>

File Selection E|

Learning D ata

Filenarme: [ Browse. .. ]

no data available

Cancel ] [ Help

In the Select Learning File dialog box you can click on Browse to load the learning data file
for the problem to be solved. The Windows dialog box Open will appear. After that, in the
Select Learning File dialog box the message No data available is replaced by the name of the
learning data file loaded. You can terminate the process with OK.

If the network has already been trained with a learning data file, the corresponding *.dat file
is already displayed in the Learn File Selection dialog box when it is called up. If the number
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of inputs and outputs of the configured network does not match the number of columns in the
learning data file, an error message appears and the learning file cannot be loaded.

After choosing a lerning file and confirming with OK, a window opens that gives you the
possibility to access the dialog range, in which you can determine the range of the in- and
outputs with the selected learning file automatically.

4.5.2 Range
Shortcut: Hotkeys <ALT+L,R>
You have the following possibilities to open the dialog range after selecting a learning file:

e After selecting a learning file the message appears whether the range of the in- and
outputs should be determined by this learning file. If the message is confirmed with yes,
the range dialog will open.

o Further the dialog range can be opened via calling up learning, range, after choosing a
file.

Range E|

ho change

[ Cancel ] [ Help ]

Within the dialog you have the following possibilities to determine the range with the selected
learning file:
e No change

The ranges stay unaltered, which means that this setting is analogical to leaving the dialog
via abort.
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[ Cancel ] [ Help

e On basis of learnfile

By selecting this, the lower/ upper limit of the single in- or output will be allocated with the
respectively smallest/ biggest value from the learning file.

.
I
4

[ Cancel ] [ Help ]

e By means of the average and standard deviation

After selecting this option, the average and sandard deviation will seperatly be determined for
each in- and ouput by means of the learning file.. The lower and upper limit of the single in-
and outputs can be set as the following shows.

Lower limit: average — k * standard deviation
Upper limit:  average + k * standard deviation
k=1,2234

The smaller the chosen value for K is, the higher the number of values of the in- or outputs
will be that are treated as outliers and the smaller the ranges will be.
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Note: The learning file itself will not be altered.

The chosen procedure to determine the ranges concerns all in- and outputs. The procedure
will be applied to each in- and output separately. Determining for the lower and upper limit of
the in- or output are exclusively those values of the learning file that are assigned to that in- or
output. The determined ranges can be seen in in-/output properties and can be changed
manually if required.

Note: If the range of the in- and output is determined, you can generally reach better
learning results. If you are using a NFN- network a determination has to occur, so
the creation of the rule basis provides you with useful results.

Note: Once a determination of the range has been done you should not change it
anymore. If it should be necessary (e.g. because of new data), please arrange a
new learning process to avoid erroneous results
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4.5.3 Distribution
Shortcut: Hotkeys <ALT+L,D>
In the window distribution the value distribution of an in- or output is displayed graphically.

The window can only be opened, if a learning file has been selected.

=
h
=

-2 NeuroSystems - [Distribution MewZ:2]
@ File Edit Targetsystem Learn Tesk  View Window 7

D & RX I = 4

|nput0n w il_}l C:h. sMeuraSestems Y5 0hS ampleshClassificationtClazzification_big. dat

o
=

020 0.40 0.60 080 1.00 1.20 1.40 1.60

:_lﬁ_l_l_lﬁﬁﬁ_'_lﬁ_l_lﬁ_lﬁ_l_lﬁ_'_h_ﬁ_lﬁ_ﬁ_lﬁ_'ﬁ_lﬁﬁ_rlﬁﬁ_l_r

File:

1

ge:
ard deviation 0.303 # of Elerments; 2042

For Help, press F1, ML

The name of the learning file, which has been selected from the submenu file selection in the
menu learn, will be shown in the upper part of the window.

The according in- or output can be selected with the combo box or with the backwards-
forwards button.

The range of the selected in- or output is plotted onto the x-axis.
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In case that the standardisation of the range has been carried out by the menu learn/range and
the range has not been change manually via edit/input/output/properties, then the denoted
values are identical under file and under In-/Output. If selecting a file with who has not been
learned, the ranges are mostly different. The x-axis includes both ranges.

The x-axis is divided in narrow ranges that adapt to the axis scaling autonomously, according
to the size of the window and the selected zoom range. The ranges are geared to the scaling of
the x-axis. A range includes the distance between 2 small lines of the x-axis. The height of the
bar normally minimises by zooming within the diagram. Through this the single ranges will
be downsized and consequently fewer values will lie in a range.

In each range, where values are existent, a bar with according height is applied.

The y-axis represents the number of values in the particular bar.

File

Min. and max. indicate the smallest and biggest value within a learning file.

In-/Output

Min. and max. indicate the, in the menu in-/output/properties, set values. The gray crossways
lying bar underneath the x-axis shows the set range of the in- or ouput.

Average

The average is listed as a value, as well as a yellow dot drawn in underneath the x-axis.

Median

The median is that value that is seated in an odd- numbered numerical series, so that the same
amount of values appears on both sides. If the numerical series is even it is the median
between the both middle values. It is drawn in underneath the x-axis as a green dot.

Standard deviation

Here you can find the value as well as the range between the median minus the standard
deviation and the median plus the standard deviation displayed as a yellow crossways laying
bar underneath the x-axis.
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#Elements

The number of values in the learning file.

Zoom In:

By clicking on the display with the left mouse button, holding the button and moving the
cursor and than letting go of the button you can select a cut-out and display it. Repeated
zooming in is possible and allows precise examinations within a certain range of the x-axis.

Context sensitive menu:

You get to the context sensitive menu for the diagram distribution by clicking and letting go
of the display field with the right mouse button. The following select box opens.

all Daka
Zoarm Ok
Information

Help

All Data:

By chosing this option you have the possiblity to get back to the general view after zooming.

Zoom Out:

By choosing an entry you have the possibility to go back one step and to look at the next to
last selection.

Bar information:

By choosing this option you receive information on a selected bar. The lines of the leran file
are listed that add up to this bar. Thus it is easy to detect and if necessary to delete outliers in
the file.
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@ NEUROSYSTEMS Version 5.0
Datafile information El

Lines for 1.000000: 2, 4

Information:

By choosing this option you receive information on all visible bars. The lines of the learn file
are listed that add up to the single bars. An accordingly small cutout, created by a zoom in, is
requirement.

Datafile information

Lines For &6,500000

Lines For 71.000000

Lines For 60673801 :
Lines for 61,000000:
Lines For &1,500000;
Lines For 62,000000:
Lines for 62,500000:
Lines For &3,000000;
Lines fFor 63,500000:
Lines For &<4,500000;
Lines For 65,000000;
Lines fFor 65,500000:
Lines For 66,000000;
1 3, 304, 398
Lines for &7.000000:
Lines For &7.500000;
Lines fFor 65,000000:
Lines fFor 68,500000;
Lines For 69,000000;
Lines for 69,500000:
Lines For 70,000000;
Lines For 70.500000:
: 53, 399, 490
Lines For 71.500000:
Lines for 72.000000:

17
473

176

96, 163, 187, 348

24, 26, 394

142, 492

107, 170, 173, 307
o4, 395, 406, 467, 451
185, 321, 333

16, 20, 22, 334, 488
101, 326, 415

31, 160, 191, 269, 494
225

128, 168, 372

158, 195, 353, 432
54, 255, 409, 460
140, 487

49, 267, 435

75, 233, 354

70, 104, 323
9, 56

Otherwise you receive an error box.

Datafile information E|

Stoped processing.

Detected mare than 1800 entries
in the Range from 0, 155000 to 2230733,

176
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Help:

By choosing this option you get to the help for this window.

The window distribution can be opened more than once and therefore offers an overview of
the distribution of all in- and output signals.

- NeuroSystems - C:\Program Files\Siemens\NeuroSystems ¥5.0\5amples\Coat\coat.snl g@@

File Edit Targetsystem Learn Tesk  View Window 7
D & X S hx 8 %
M Distribution C:\Program Files\... g@@ M Distribution C:\Program Files\... g@@

s

ard deviation

For Help, press F1. LN
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4.5.4 Combination
Shortcut: Hotkeys <ALT+L,O>

The window can only be opened. If a learning file has been selected.

In the window combination the values of an output signal are assigned to the values of an
input signal graphically. Here you can see, which output values appear in which input values.
The combination of all in- and outputs among themselves is possible. For this you can use
either the 2 combo boxes or the backwards- forwards buttons.

=

& NeuroSystems - [Combination C:WProgram Files\Siemens\NeuroSystems ¥5.0\5ampl... E]@
E File Edit Targetswstemn Learn Tesk  View Window 7

= EH & R I = 4

p w il _’I C:%Program FileshSiemensziMeuroSysterns W5 0AS amplesiCoathcoat. dat 3'

° v| 4D

1100
1000
300
800
7aa
EO0
500
400
300
200
100

'I_I_I'TTTTT'I_FT'l

a0 100 120 140 160 180 200 220 240 260 280 300

For Help, press F1, ML

The name of the learning file, which has been selected from the submenu file selection in the
menu learn, will be shown in the upper part of the window.

If there are more output values for a single input value, than they will be visualised by an
vertical connection. More precisely it doesn’t concern the exact values, but the ranges, that’s
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quantity is dependant on the zoom factor. A range is geared to the scaling of the x-axis. A
range includes the distance between 2 lines of the x-axis. Through zooming the vertical
connections may disappear, because thereby the ranges are downsized and consequently
fewer points will lie in the range.

In contrast to the window consistency it is possible that several output values are assigned to
an input value (not input vector). They can digress from each other strongly.

By means of the displayed graphic it is possible to conclude that there is a dependency (none,
linear, non linear) between an in- and an output.

The according input can be selected from the upper combo box or with the backwards-
forwards button. It is coresponding to the x-axis.

The according output can be selected from the lower combo box or with the backwards-
forwards button. It is coresponding to the y-axis.

The range of the input is applied to the x-axis.

The range of the output is applied to the y-axis.

Zoom In:

By clicking on the display with the left mouse button, holding the button and moving the
cursor and than letting go of the button you can select a cut-out and display it. Repeated
zooming in is possible and allows precise examinations within a certain range of the x-axis.

Context sensitive menu:

You get to the context sensitive menu for the diagram distribution by clicking and letting go
of the display field with the right mouse button. The following select box opens.

all Daka
Zoorn Ok

Help

All Data:
By chosing this option you have the possiblity to get back to the general view after zooming.

Zoom Out:
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By choosing an entry you have the possibility to go back one step and to look at the next to
last selection.

Help:

By choosing this option you get to the help for this window

The window combination can be opened more than once and therefore offers an overview of
the relations of all input signals to one output signal.

& NeuroSystems - C:\Program Files\Siemens\NeuroSystems ¥5.0\5amples\Coat\coat.snl @@

File Edit Targetsystem Learn Test Wiew Window 2
O o X i T T
& C:\Program Files\Siemens\NeuroSy... @@ 1]

1000

GO0
400
200

TrrrTTTTTT
a0 150 200 250 300

1000 1000

200 200
GO0 GO0
400 400
200 200

TT_FI_FTTTTTTTTT TTTl—l'TTTT'l'TTTT'l TTT_I__I_rT_I_I_r_I_I_!_
10 15 20 5 30 35 40 EQ an 100

For Help, press F1, T
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4.5.5 Input Relevancy

Shortcut: Hotkeys <ALT+L, I>
The window can not be opened until a learrning file has been selected.

In the window input relevance the meaning of the single inputs is displayed graphically. The
higher the bar is, the more important the assigned is.

Less important inputs can be neglected.

i MeuroSystems - [C:\Program Files\Siemens\NeuroSystems V5.0\5amples\Coat}... E@E
fgd File Edit Targetswstem Learn Test Wiew Window ¥

D& & X 8 T 4

C:h ASiemenstMewroSystems W5 045 ampleshCoathcoat. dat

For Help, press F1. RN

The name of the learning file, which has been selected from the submenu file selection in the
menu learn, will be shown in the upper part of the window.

The calculation of the graphic can take up some time, especially if the learning file is big. The
calculation is being done by a modified MLP network, which needs the time for the training
phase.
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The single inputs are applied to the x-axis. By clicking a bar with the left mouse button the
name of the input will appear.

& NeuroSystems - [C:\Program Files\Siemens\NeuroSystems V... g@@
i@l File Edit Targetsystern Learn Test VYiew Window 7

Dz & X Wi ¥ R

C:h. A5 amplezhCoathcoat. dat

1.00
0.80
0ED
0.40

For Help, press FL, LM

The meaning of the input is applied to the y-axis. The higher the bar the more important the
input is.

Attention:

Because of the fact, that the weights are preallocated with random numbers, the
graphics may vary from each other after repeated calling up.

Attention:

The Input relevance does not provide reliable information concerning the inputs at any
rate.
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45.6 Start

Shortcut: In the toolbar click with the LMB on the icon ﬁ
Hotkeys  <ALT+L, S>

It is only possible to start learning once you have selected a valid learning data file. After you

have activated Start, the Start Learning Process dialog box appears.
It contains:

e The Name and directory of the associated learning data file,

¢ Selection option for the validation data,

e Options for terminating the learning.

After you have confirmed the necessary entries, the learning process begins.

Start Learning Process E|

Learning D ata
Filenarne:

C:%Program Filez4Siemensh.. \coat. dat

[ ] reset net before learning

Walidation D ata

Selection: v

Terminate the Learning Process

at a total relative emor of 10 4
aor after a peniod of 10 minukes
or after a period of 10000 | steps

Cancel ] [ Help
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Selecting validation data

Using validation data you can check whether the network really has the required input/output
characteristic or if it has only learnt the data sets "formally and in parrot-fashion". The
network learns using the available learning data and can check the learning aim using a
validation data file or validation data selected from the learning data file.

For the selection of suitable validation data you have the following options:

Use no validation data (none)
The entire learning data file is used for learning.
Select random validation data from the learning data file

40% of the data sets to be learnt are selected randomly as the validation data. The network
is trained with the remaining 60% of the data sets.

Perform drift recognition

The last 40% of the data sets to be learnt are selected from the learning data file as
validation data. The network is trained with the first 60% of the data sets while validation
is performed using the last data sets. In this way it is possible to ascertain a drift in the
learning data file.

Use a file containing validation data

It is necessary to select a further *.dat file, in which the validation data are located. If you
click Browse you can load the validation file (via the Open dialog box). The complete
learning data file is used for learning in this case.

The default setting in NEUROSYSTEMS is the entry none. If no suitable validation data file is
available, it is advisable to retain this setting. With learning data files with a lot of (perhaps
also redundant) learning data, the setting random should be used.

If the error can not reach the error limit when using validation data this might be caused by
too small a quantity of learning data.
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Terminating the learning process

In this part of the Start Learning Process window you can set "planned” termination of
learning depending on two conditions:

At a total relative error of ... %

You can enter a number for the percentage error limit in the enter box. The error is
calculated as follows: The sum of the current squared single errors between the desired and
the actual output values (number = number of outputs times number of learning and
validation data sets) is divided by the number of outputs and the number of learning and
validation data sets. The root of this expression is the current total relative error.

Or after a period of ... minutes

You can set a limit on the learning time by entering a positive integer for the maximum
learning time in minutes.

Or after...learning steps

By entering a positive, whole number between 1 and 1.000.000 you can determine the
number of learning steps.

After you have confirmed the entries in the Start Learning Process dialog box with OK,
learning starts. During the learning process, the Error Development window is displayed in
which the total relative error is shown as a percentage with respect to the number of learning
steps.
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4.5.7 Learn: Stop

Shortcut: In the toolbar click with the LMB on the icon (%)
Hotkeys <ALT+L, T>

You can stop the learning process manually at any time with Stop. Learning also stops as soon
as one of the conditions set before the learning is started (error limit, time limit, learning
steps) is fulfilled. After that, a box with the query "Accept the trained network?" appears in
the Error Curve dialog box. The display below shows an example of an error curve during a
learning process that has stopped automatically on reaching the 10% error line.

i NeuroSystems - [Error Development C:\Program Files\Sie... g@
EI File Edit Targetswstem Learn Test ‘Wiew Error Curve  Window 2 - a8 x

D & X Wk 9

Actual Ermar; C:h NS amplezhCoathcoat. dat EI

45 a0
Learning Step

For Help, press F1, RN

If you answer "No" at this point and do not accept the trained network, the error curve is
deleted and the learning result "forgotten”. You can trigger the next learning process with
"Start". Otherwise, the error curve is retained and the learning result is accepted for the
current network.
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4.5.8 Learn: Continue

Shortcut: Hotkeys <ALT+L, C>

Learn: Continue El

Learning Data

Filenarme:

C:\Proagram FileshSiemensh. . \ooat.dat

Walidation Data

Selection:

Terminate the Learning Process

at a total relative emar of 10 A

or after a period of 10 minLIbes

or after a period of 10000 | steps
Cancel ] [ Help

After you have stopped a learning process, it is possible to continue the learning process with
a changed error limit or learning time.

The learning state achieved before stopping must be accepted first (confirmation box: "Accept
the trained network?" ... "Yes").

You must make the entries required to continue in the Learn: Continue window.
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459 Fine Tuning
Shortcut: Hotkeys <ALT+L, N>

This menu item permits fine tuning of a pretrained network using slightly changed learning
data. This can be used, for example, for optimizing a configured network to adapt it to slightly
changed conditions later on in practical operation.

Here the connection weights of the neural network are only slightly varied in the learning
environment set for the preceding learning process, which affects the fine tuning of the
network. The backpropagation algorithm is used here. The result of the fine tuning can be
more or less successful depending on the network structure and learning state.

Learn: Fine Tuning

Learning ['ata

Filenarne:

C:A\Program FilezhSiemensh.. \coat dat

W alidation Drata

Selection v

Teminate the Learning Process

at a total relative emor of 10 %

ar after a peniod of 10 minutes

ar after a peniod of 10000 | steps
Carcel ] [_rieb
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4.5.10 Error Development
Shortcut: Hotkeys <ALT+L, E>

If a learned network has been adopted you can call up the accordant error development once
more in the form of an error curve by selecting Learn, Error Development.

i MeuroSystems - [Error Development C:\Program Files\Sie... @@
Q File Edit Targetswstem Learn Tesk  Wiew  Error Curve  Window 7 - | & X

D& & X 8 T 4

Actual Error; C:h A5 amplesiCoathcoat. dat EI

45 a0
Learning Step

For Help, press F1. RN
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4.6 Menu: Test

In the Test menu you can:
e Check the learning results

e Display the results graphically in various ways.

4.6.1 3-D Graphics

Shortcut: In the toolbar click with the LMB on the icon E[
Hotkeys <ALT+T, D>
3-D Graphic Representation

With the 3-D Graphic Representation it is possible to view the input/output characteristic of
two inputs and one output of the neural network in spatial representation. The inputs are
assigned to the X or Y axis, the output to the Z axis.

- NeuroSystems - [3D-Graphical Representation C:\Program Files\Sieme... @@E
File Edit Targetswstemn Learn Test Wiew 3-D Graphics  ‘Window 7 - 8 x

LD E = IR T

W

|74

#: Einganglo " EirigangCl

[nputs:

Eingangl W

Eingangl1 W

utput;

Auzgangdl w

For Help, press F1. M

190 Chapter: "OPERATING STRUCTURE OF NEUROSYSTEMS"



‘% NEUROSYSTEMS Version 5.0 Copyright ©, Siemens AG, 2006

The figure shows the characteristic surface that you can obtain by training the XOR response.
The ranges of the three axes have been chosen (as they were defined during project editing in
the Input/Output Properties and Normalize dialog boxes) as the minimum and maximum for
the inputs and outputs in question. Normalization of the inputs and outputs affects the axis
scaling in the 3-D display. The dot (front, right in the figure) marks the minimum value of the
signals represented by the axes.

You can view the characteristic surface from various angles, if you rotate the axis system
horizontally and vertically using the sliders on the lower and right-hand edges of the display.
You must drag the sliders with the mouse pointer holding the LMB down.

If the project has more than two inputs and/or more than one output, you can make a selection
and assignment in the selection boxes for the axes under Inputs or Outputs. In this way, it is
possible to view the entire input/output characteristic of a project with different characteristic
surfaces.
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4.6.1.1 Display limits
Shortcut: toolbar LMB on the icon &

The display areas of the three axis are initially set as they were determined as lower and upper
outlier for the according in- and outputs. The determination of the range affects the axis
arrangement in the 3-D graphic. According to your requirement you can alter the display
limits in this dialog.

Display Limits
frarm ]
s Inputid] 0.000000 — [1.000000 - Resst
" =1 =]
Yawis s Inputl2 0.000000 - [1.000000 < Resst
. =1 =1
Z-hmiz: Outputdi |D-DUUUDD = |'I.EIEIEIEII:IEI = Feset

|Ipdate |

Cancel Help

4.6.1.2 Animation
Shortcut: In the 3-D Graphic Representation window

Switch on: Activate the 3' button
Click with the RMB and select Animation

Switch off:  Activate the El button

The animation function
of NEUROSYSTEMS permits automatic changes in the display parameters of the 3-D graphic:
¢ Rotation of the characteristic surface about the vertical axis

e Change in the characteristic surface in accordance with a fourth parameter that runs
through its defined range ("'4-D representation™)

After you have activated the animation button, the Animation Parameters dialog box appears
with which you can organize the Rotation and the 4-D Representation:
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Animation Parameters EI

Ratation

v active Angular Increment E - |

4-0' Representation

[ Computation
Input |

Qk Cancel | Help |

Rotation

You can select this function by clicking on the associated active button. You can set the
increments for step-by-step rotation by entering the Angular Increment. To do this select one
of the angles specified in the enter box (5° to 45°). The larger the angle selected, the faster
rotation will be. Rotation begins once you have closed the Animation Parameters window
with OK.

4-D Graphic Representation

This function of NEUROSYSTEMS allows you to view the influence of a third input signal on the
input/output characteristic of the neural network. The characteristic surface of the 3-D display
is repeatedly calculated and updated for successive values of this input signal, considered to
be a parameter. In this way, you can obtain an indirect impression of the "“fourth dimension”
from the sequence of characteristic surfaces. The sequence is repeated cyclically.

You select the function 4-D Representation by clicking the corresponding button active. (Of
course, this is only possible if the project has more than two input signals). Under Input you
have a selection table from which you can pick the "third™" input (parameter variable) from the
"remaining” inputs. Since you can select any two inputs in the 3-D Graphic Representation
window for the 3-D display, you can also select any input signal as the “third" input signal for
the 4-D display function.

You can set the increments for the change of parameter value in Computation Step. To do
that, select a percentage value in the corresponding enter box. It represents the part of the
value range rated at 100% of the parameter value to distinguish successive characteristic
surfaces. For example, if you select 5%, an animation cycle contains 20 steps and 21
characteristic surfaces. If you select a greater percentage, the animation runs faster and with
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greater increments. The animation begins once you have closed the Animation Parameter
window with OK.

Note: If you set both Rotation and 4-D Representation active, you can have the
animation of the 4-D Representation rotate as it runs.

4.6.1.3 Setting the Parameters
Shortcut: In the 3-D Graphic Representation window:
Activate the button

In many projects, more than three inputs are used. If you want to include their influence on a
certain output signal in the display, you can do that by assigning certain numeric values to
those inputs.

After activation the following dialog box called Parameters appears in which you can enter
the parameter values.

Input Parameters g|
1 Eingang0n 0. 000000

2 Eingang(1 0.000000

[ (] l [ Cancel ] [ Help ]

The parameter designations correspond to the input names of the current project. You can
assign each input any value (with seven-digit accuracy).

Apart from the two parameters of the input values on the X/Y axis, the values assigned to the
other inputs are taken into account directly in the graphic display. If you change an input
assigned to the X or Y axis, the new graphic output is based on the parameter value of the
removed input.

After confirmation with OK, the output characteristic surface which is valid for the
parameters set is calculated and displayed.
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After you have stopped a 4-D Representation, you can read the associated value
of the parameter variable ("third" input signal) for the "frozen™ surface by

i
activating the Parameter button and selecting this input. This makes selective
evaluation of the influence of the third input signal possible.

4.6.2 Curve Plotter

Shortcut: In the toolbar click with the LMB on the icon |lﬂz|

Hotkeys <ALT+T, C>

The curve plotter permits graphic display of the progression of arbitrary in- and output
quantities. The representation is real time. It is possible to archive the curve plotter data on
hard-disk and to read it in again when required. The yellow reading line can be moved with
the mouse. The values that are displayed above the diagram correspond to the values that
have been taken from the reading line.

L] File

']

0O =

i NeuroSystems - [Curve Plotter  C:\Program Files\Siemens\NeuroSystem... @
- | & X

Edit Targetsystem Learn Tesk  Wiew Curve Plokter  Window 7

H & R I R 4

] A%l 2]

output

1000

GO0

400

200
[,

14:35:10

: orx B
Scroll Archive < > “ﬁ

For Help, press F1, LM

Chapter: "OPERATING STRUCTURE OF NEUROSYSTEMS" 195



‘% NEUROSYSTEMS Version 5.0 Copyright ©, Siemens AG, 2006

In “stop” mode and with existing curves you can drive onto a curve with the mouse. By
clicking on the curve with the LMB the name and value will appear. For generating input
signals a curve plotter is available for simulation, which makes vivid graphical test of the
Fuzzy system possible.

Note: If the dialog is being opened for the first time, you must apply at least one set in
the curve settings. The applied sets will be saved in the project.

4.6.2.1 Curve settings

Shortcut: In the window curve plotter LMB on the icon _ﬂ

The curve plotter can be configured with the help of the sets. A set can sum up arbitrary in-
and outputs. Sets can be created arbitrarily. For display in the curve plotter you can select 4
sets at the same time at maximum. Every set has its own y-axis. With the button “new...” you
can arrange a new set, with “delete” you can delete a selected set.
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Curve Settings E

Avalable Setz Selected Sets

aukput

[ Mew. .. ][ Delete ]

Farameter

[ Curve get... ] ["Jalue field... ]

Time axiz

Length of curve dizplay [zec] 20z W

Cancel ] [ Help

A selected set can be enlisted into the right list with the button with the right arrow or by
double clicking. The set will appear in the color of the axis. You can enlist four sets at
maximum. Consequently you can display four different axis at maximum. By pressing the
button “color” you can change the color of the set in the right list. You can create as many
sets as you want in the left list.

If you select a set from the right list and click the button “curve set....”, you will open the set
and will be able to change ist settings and add or remove in-/outputs.

A time scale runs along the lower edge of the diagram window, whichs scaling matches the
length of the time axis that you set (default: 20 sec.) You can determine the length of the
curve display by choosing a value in the window curve settings. The displayed time axis has a
length between 10 sec. and 5 h. 150 points per curve are displayed and the curve is
interpolated linearly between these points.. The resulting sampling time displayed in the
Curve Plotter Settings window is calculated by dividing the selected length of the curve by
150 (number of points displayed). The sampling time is at least 0,1 sec.
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NEUROSYSTEMS

&

4.6.2.1.1 Curve set

In the Curve set window, you will find a list of all the inputs and outputs in the project on the
left, and on the right a list of the variables currently displayed in the curve plotter window,
along with the curve colors assigned to them. You can define the right-hand list as a selection
of signals from the left-hand list. You can do this by selecting the variables in the lists and
then clicking the "arrow buttons". It is also possible to double-click on a signal in the left-
hand list to place it in the right-hand list and to double-click on a signal in the right-hand list
to remove it from the list of signals to be displayed in the curve diagram.

Curve set EI

Available sighals Selected zignals

=T 0w

Parameter curve p-axis

Wi |[10.0028 hax: | 115925647 autpLt
Autohdinkd ax Color... | [ Color... ] [D:-Ior gladient...]
omen ] [rn ]

If you want to assign a certain color to a variable in the right-hand list, select this input or
output and activate the Color button. You can select the basic colors or user-defined colors.

(The basic color is always used for display of the axes and the curves!)

Colar b aximur....
Color kinimurm. ..

[
1
x
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The value range displayed is always selected automatically as it was defined in the Properties
window of the corresponding input and output (Minimum and Maximum in Normalize).

If you want to change the curve scaling , you click on the AutoMinMax button, or you can
enter the minimum and maximum of the value range manually.

At “parameter Y curve axis” you can arrange settings for the axis of the set. The min- max
value describes thr range of the Y-axis of this set. With the button autominmax you can
determine the min- max value of the selected signals. With the button color you can
determine the color of the axis. The button shows wich color is presentally set.

After closing the dialog with OK the recently created set will apear in the list of curve
settings.

4.6.2.1.2 Value Fields

Via the button ,,value field...* you open a dialog in which you can display single signals of
selected sets as a value above the curve diagram. Value fields

The left list in this dialog shows the selected sets. By double clicking on one of the sets you
can make the signals visible in the left list as well. Single marked signals can be transferred
into the right list by clicking the button with the arrow on it.

Value fields X

Ilzed Setz Selected values

output
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Signals that have been selected in the value display, will be drawn a bit thicker in the curve
plotter.

4.6.2.2 Start
Shortcut: In the Curve Plotter window:
Start: Activate the _DI button, Starting recording*

You can start the recording by activating the _[>| button. Recording progresses from left to
right and is updated in the cycles of the sampling time. When the end of the diagram window
is reached, the entire curve display is shifted left by a quarter of the diagram length. During
recording, the current values of the signals entered are displayed (in the curve color) in the
upper part of the diagram.
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4.6.2.3 Stop

Shortcut: In the Curve Plotter window:
Activate the ll button

If you press the STOP button, recording is stopped.

4.6.2.4 Archiving the Recording Data in the Computer RAM

At the end of the recording, not only the currently displayed section of the curve (in
accordance with the set Length of the curve display), but also a range to the left of the current
section is available. Archiving the values permits retrospective analysis of the behavior of the
neural application. The curves are archived in the computer RAM up to a length of about 500
sampling values; all "previous" values are cut off. If the length of the recording is not
sufficient, or if you want to archive the recording, there is a disk archive made available for
you.

The Disk Archive

Shortcut: In the Curve Plotter window: Activate the d button

The option of archiving curve plotter data on (hard-) disk has the following advantages:
1. You can store more data than is possible in the computer RAM.

2. Permanent storage of data is possible.

3. You can analyze the data again later on.

4. You can use the archived data directly as learning data later on.

If you want to archive the data on the disk, you must activate the Archive Settings button
before starting the recording. Check the option Disk Archive in the Curve Plotter Settings
window and state the maximum number of entries. The number of entries must be at least 10
and no more than 100,000. The data is stored in an *.arv file (archive file). With Browse you
can either open an existing *.arv files or creates a new archive file.
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Archive Settings g]

[ Disk Archive

File:
archiv. ary

Sampling time [zec]

b amirmum Fecordz:

[ k. l [ Cancel ] [ Help ]

When you open an existing archive, the stored data are displayed in the curve plotter diagram.
The limits of the value ranges are automatically adapted to the archive data.

If you start recording again, a query is displayed, asking whether you want to overwrite the
existing archive data, which would delete it.

If an archive is selected, it will be displayed in thje curve plotter by the following symbol

=
|
e,

o

If no archive is selcted it will be displayed by the following symbol. EE :

Archive Analysis
This section applies both to archiving in the RAM and on the disk.

The scroll bar under the diagram is used to view the archived parts of the curves ("Scroll
Archive™). If you click the right and left arrows, the diagram is scrolled in fine steps. If you
click between the arrows and the slider, it is scrolled in coarse steps. Fast positioning by
"dragging" the slider is also possible. Archive Analysis

Use of the vertical positioning line, which appears after you stop recording, permits a precise
analysis. You can place it in any position in the displayed section of the curve with the mouse.
In the upper part of the diagram, the values of the recorded signals that are valid at the
position of the positioning line are displayed.

During analysis of the archive, it is also possible to change the inputs and outputs displayed.
If you select another input or output signal, the curves and the numeric values are updated.
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4.6.2.5 Curve Generator - Parameterization of the Curves

Shortcut: In the Curve Plotter window: Activate the EI button Curve Generator

Curve Generaton g]
:
;
|
0k l [ Cancel ] [ Help

To test the input/output characteristic of the configured neural network you can stimulate the
inputs with different signals using the curve generator and observe and analyze the response
of the network with the curve plotter. You can set the input curves by activating the Curve
Generator button. Stimulation with constant or triangular signals is possible. The default
setting for all inputs is constant stimulation with the value 0.0. If there are more than five
inputs, you can switch between them with the Forward and Backward buttons.

If you activate the arrow corresponding to an input, you can set the following values:
e Constant:

After you have entered a numeric value and confirmed with OK, the numeric value is
accepted and displayed.

e Maximum:

To assess the effect of the input signals at their value range limits, you can set the input in
question to the maximum value of the value range using the Maximum menu item. This
value is the Maximum set in the Input Properties window under Normalize.

e Minimum:

Similarly, you can apply the minimum value of its value range to the input by selecting
Minimum. This value is the Minimum set in the Input Properties window under Normalize.
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e Zero:

If you select the menu item Zero you set the input concerned to zero.

e Curve:

b airnirn;
119,682
b irinnanm;
A0.0943

Mumber of Cycles |2

Azpect B atio [%] a0

Phaze Angle [%] a0

Cancel ] [ Help

If you select the menu item Curve the input is stimulated with a triangular curve.

In the Curve window you can adapt the input signal individually:

204

Define the amplitude of the test signal by entering the values for Maximum and
Minimum. If these values correspond to the range limits of the input signal, the ramp
function just touches the top and bottom horizontal borders of the window, but smaller
and larger values are also possible.

Enter a value for the number of cycles. This specifies how often the triangular test
function is repeated during the length of the curve display. The larger the value, the
steeper the ramps.

The aspect ratio is the percentage ratio of the time to the peak to the cycle time. The
default setting is 50%.

The phase angle defines the starting point of the test signal with respect to the curve
display in the diagram. For example, a phase angle of 25% shifts the test signal right by
25% of the length of the curve display. The default setting is 0%.
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After each change in the parameters, the schematic diagram of the test signal is recalculated
and updated in the graphic display of the window. If you press the OK button, the parameters
set are stored and the Curve window is closed. In the Curve Parameters window, Curve is
displayed instead of the numeric value for the input concerned.

Further the simultaneously resulting values for the outputs will be displayed. Only if the
values of The diplay will only happen, if constant values have been adopted for the inputs. If
curve is selected for an input, than the prinout ,,???“will appear for all outputs.

4.6.2.6 Online/Offline

If you are using an online connection, the following symbol will appear in the curve plotter

5"_5 . This means., after connect targetsystem, the online data from the controls . (SIMATIC
S7-300, SIMATIC S7-400) will be shown and can be recorded. Online/Offline

If you are using an offline connection, the following symbol will appear Sﬂ

4.6.3 File Selection
Shortcut: Hotkeys <ALT+T, F>

This option allows you to load a test data file (test file) . This file has the same structure as a
learning data file. It can be used to test the properties of a trained network.

A test file differs from a validation data file in that the error values resulting from the test file
do not affect the error curve and the error diagram. (The results of testing the learning process
with the validation data file are used for the error calculation. So they are displayed in the
Error Curve and Error Diagram.)

If you click on File Selection in the Test menu, the Test File Selection dialog box appears.

File Selection E|

Test Diata

Filerame: [ Browse. .. ]

C:MProgram Fileg\Siemensh. .. \xor.dat

[ Cancel ] [ Help ]
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If you activate Browse you can load an ASCII file *.dat from the Open dialog box which then
appears. After it has been loaded, its name is displayed in the dialog box Test File Selection.
After you close the window with OK, the file is used as the test file for all further work with
NEUROSYSTEMS.

Note: Until you load a test file in the current project, NEUROSYSTEMS uses the selected
learning data file.

4.6.4 Error Diagram
Shortcut: Hotkeys <ALT+T, E>

The Error Diagram display is used to provide a visual examination of the learning success.
For each learning and validation data set, the relative error is entered as a column. The error
calculation is based on the Euclidean norm of deviation of the normalized output vectors that
are to be compared. The smaller the relative error, the better the neural network has learned
the learning data.

Note: The window can only be opened, after a learning file or test file has been selected
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Q File Edit Targetswskem Learn Test Wiew  Error Diagram  Window 7

D& @& X I R 4

C:%Program FilezhSiemenzi N euraSpstems Y5 045 amplesiCoatcoat. dat

100 180 200 280 300 350 400 450 500
Learning D ate

For Help, press F1, LM

During the most errors many learning data sets are existent, whereby the error diagram moves
together to a thight column sequence. Thus the error auf the single learning date can hardly be
localised, the visual impression of the entire learning succes however will be confirmed.

If you want to look at the errors of the learnng data in detail, you have the possibility to zoom
in single cut-outs within the diagram.

Zoom In:

By clicking on the display with the left mouse button, holding the button and moving the
cursor and than letting go of the button you can select a cut-out and display it. Repeated
zooming in is possible and allows precise examinations within a certain range of the x-axis.

Context sensitive menu:

You get to the context sensitive menu for the diagram distribution by clicking and letting go
of the display field with the right mouse button. The following select box opens.
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Save Error Walues Ta File,

Help

Save Error Values To File:

By choosing this option you can save the error values in a *.dat-file (ASCII-format).

All Data:

By chosing this option you have the possiblity to get back to the general view after zooming.

Zoom Out:

By choosing an entry you have the possibility to go back one step and to look at the next to
last selection.

Help:
By choosing this option you get to the help for this window

The error diagram refers to the learning data sets and chosen validation data sets, NOT to the
test data file.

The error for each learning data and validation data set is calculated as follows:

The sum of the quadratic single errors between the “to be” and “is” output values (humber =
number of outputs) is divided by the number of outputs. The root of this expression is the
error for one particular data set shown in the error diagram.

If validation data is used for the learning process, the diagram lines of the validation data are
displayed in red. The according diagram lines of the learning data are displayed in yellow by
contrast.
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Q File Edit Targetswskem Learn Test Wiew  Error Diagram  Window 7

D& @& X I R 4

C:%Program FilezhSiemenzi N euraSpstems Y5 045 amplesiCoatcoat. dat

B R R R R
100 200 300 400 00 00 700 800 900 1000
Learning D ate

For Help, press F1, LM
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4.6.5 Vector Representation
Shortcut: Hotkeys <ALT+T, V>

In the vector representation window, you can either display an input vector or an output
vector of the test file. If you display the output vectors of the test file, they will be compared
to the output vectors calculated by the network. The test output vector is yellow and the
output vector generated by the neural network as a response to the test input vector is
displayed in red. This shows you to what extent the network has the required input/output
characteristic if using data other than those from the learning data file.

Note: The window can only be opened, after a learning file or test file has been selected

-3 NeuroSystems - New2

File Edit Targetswstem Learn Test Yiew Yector Represenbation  Window 7
D E @A Phe ¥ 7

M vector Representation New2:2

Input Weckor 1 w il _’I C:\Program Filez\SiemenziMeuroSpstems o045 amplez  PlDneurchFID. dat

1.20
1.00
n.an
060
0.40
0.20

0.00
11 12
Ihputs

For Help, press F1. HIr

The display, for example, shows the second input vector of a XOR test file with its two
components E1 = 0.9 and E2 = 0.1. (Please note that the number of the vector components
begin at 1, whatever names were selected for the inputs, e.g. Input00, InputO1 etc.)
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If you have not selected a file with the File Selection... option before you activate the vector
representation, no test file is loaded, and the learning data file is displayed in the vector
representation instead.

& NeuroSystems - [Vector Representation New2:2]

QFiIe Edit Targetswstem Learn Test Miew Wector Representation  SWindow 7
0@ @ X Wi ¥ %

COutput Yector 134 w il _’I C:\Program Filez\SiemenziMeuroSpztems Wh.04S amples Pl DneurchPID . dat

1[]]

3 10
Outputs
For Help, press F1, HUM
Note: If you click the display with the RMB a selection box opens. If you select Save
data to file, you can save the error values to a *.dat file (ASCII format).
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4.6.6 Signal Representation
Shortcut: Hotkeys <ALT+T, S>

In the signal representation window, you can graphically display the chronological sequence
of either one input or output signal, according to the test data file. The signal curve is
interpolated linearly between the values for the points in time (sampling values). The output
signals of the test file are displayed together with the output signals calculated by the
network. The test output signal is displayed yellow sketched and the output signal generated
by the neural network as a response to the test input signal is displayed in red. This shows
you to what extent the network has the required input/output characteristic if using data other
than those from the learning data file.

Note: The window can only be opened, after a learning file or test file has been selected.

& NeuroSystems - [Signal Representation C:\Program Files\Siemens\NeuroSystems ¥5.0\Sam... @
QFiIe Edit Targetsystem Learm Test Miew Signal Representaktion  Window 7

D &R S R

Tw w il _}I C:%Program FileshSiemenz'\MeuroSystems %5085 ampleshPlDneurobPID. dat

1000 1200
Sampling ' aluez

For Help, press F1. HIr
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If you have not selected a file with the File Selection... option before you activate the signal
representation, no test file is loaded, and the learning data is displayed in the signal
representation instead.

Zoom In:

By clicking on the display with the left mouse button, holding the button and moving the
cursor and than letting go of the button you can select a cut-out and display it. Repeated
zooming in is possible and allows precise examinations within a certain range of the x-axis.

Context sensitive menu:

You get to the context sensitive menu for the diagram distribution by clicking and letting go
of the display field with the right mouse button. The following select box opens.

F Save Daka Ta File. .. |

I Help |

Save Data To File:

By choosing this option you can save the values in a *.dat-file (ASCII-format).

All Data:

By chosing this option you have the possiblity to get back to the general view after zooming.

Zoom Out:

By choosing an entry you have the possibility to go back one step and to look at the next to
last selection.

Help:
By choosing this option you get to the help for this window.

The window signal representation can be opened several times and and therefore offers an
overview of the relations of all input signals to one output signal.
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2 NeuroSystems - C:\Program Files\Siemens\MeuroSystems V5.0\Samples\PIDneuro\PID.snl @@@

File Edit Targetswstem Learn Test  Wiew  Signal Representation  Window 7

DEE & X BT =

™ Signal Representation C:\Prugra...g@@ ™ Signal Representation C:\Prngra...@@@
v 4] M croppda v 4] »| cooppde g

1000 B850 ar
Sampling Yalues Sampling ' alues

v 4] ¥ croepda B v 4] » cusPpda R

1000
Sampling Values

Faor Help, press F1, MLIM
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4.6.7 Error Summary

Shortcut: Hotkeys <ALT+T,R>

In the window error summary the “to be — is — aberration” of the output signal is displayed
graphically. In this connection the “to be” values of the test file are compared with those that
have been calculated by the network (“is values”). The aberration is displayed graphically.

Note: The window can only be opened, after a learning file or test file has been selected.

i NeuroSystems - [Error Summary C:\Program Files\Siemens\NeuroSyste. .. @
File Edit Targetswskem Learn Test  Wiew Window ¥ - | O X

D& @& X I R 4

[all outpLks] w ﬂ_}l J C:hsMeuraSyztems Wh.OAS ampleshPlDneura W PID. dat ﬂ

2.0 120

For Help, press F1, LM

You must arrange the option file selection from the menu test prior to activating the error
overview. If you don’t the test file will not be loaded and a learning file will appear in the
error overview. The name of the file will be shown in the upper part of the window.

The button with the three dots is used to maximize/minimize the displayed dots.
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In the combo box you have the possibility to select each output individually or all outputs in
total. You can switch between the outputs with the backwards- forwards button.

The diagonal that is plotted in the diagram is coresponding to the ideal network behaviour.
All dots should be on, or next to this line. The output signals that have been created by the
neural network as an answer to the test input signals are displayed as a dot cloud.

On the axes the set range of the output, which has been set in output properties, is plotted.

The x-axis the “to be value”, the y-axis is coresponding to the “is value”. Consequently the
“to be — is — aberration” is easy to recognize through the distance to the diagonal.

This diagram allows a quick estimation of how good the network is trained and in which areas
it is deflecting from the ideal behavior to strongly. It also can be used to do a quick
comparison to other trained networks. For this you must open the error overview and project
data of the networks that are to be compared.

Further you can easily visualize how good the network reacts to other test data.
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4.7 Menu: View

In the View menu you can show or hide the Toolbar and the Status Bar by clicking the menu
items with the LMB.

i NeuroSystems - [C:\Program Files\Siemens\NeuroSystems V5.015amples\PIDneuro\PID.snl] EI[E|E|
EF“E Edit Targetswstem Learn  Test BUEGN wWindow 7 -8 X

D=l ﬁ-ﬁ @&Z w v toolbar

i v Stakusbar

/10|

4.7.1 Toolbar
Shortcut: Hotkeys <ALT+V, T>

The toolbar is displayed if a checkmark appears in front of the menu item in the View menu. It
is positioned horizontally at the top of the working window underneath the menu bar, and
contains the most frequently required command buttons in NEUROSYSTEMS.

DEE & A& Tl i

The toolbar provides quick access to the program options of NEUROSYSTEMS simply by
clicking with the LMB.

Icons and functions of the toolbar
[ Opens the dialog box New... to create a new NEUROSYSTEMS project.

= Opens an existing NEUROSYSTEMS project and displays the Open dialog box,
in which you can find and load the required file.

= This saves the current project under the current name. If the project has not yet
been given a name, NEUROSYSTEMS opens the Save as... dialog box.

= This opens the “Select Learning File”” dialog box to load a learning data file.

ﬁ Start learning process.

(X ]

Stop the learning process.
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M Activate 3-D Graphics.
fox Start the curve plotter.
? Opens the NEUROSYSTEMS help window.

4.7.2 Status bar
Shortcut: Hotkeys <ALT+V, S>

The status bar provides you with information on the current operating situation. It is displayed
if there is a checkmark in front of this item in the View menu. The status bar is displayed on
the lower edge of the NEUROSYSTEMS working window.

For Help, press F1. PN

Left-hand side of the status bar

As you move through the menus with the mouse or the cursor keys, this part displays a short
description of the menu command selected or the button on the toolbar selected with the
mouse pointer.

Right-hand side of the status bar

This displays which of the following keys are "locked":

o CL The CAPsLoOCK is activated.

e NuM  The Num key (keypad for numeric input on the right of the keyboard) is locked.

e SL The ScroLL key is locked.

Note: A yellow information box, that follows the mouse pointer, appears after a short
time if you hold the mouse pointer at the same position ("Tooltips"), to provide
you with running assistance when working with NEUROSYSTEMS.
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4.8 Menu: Window

With the Window menu you can set how the windows of NEUROSYSTEMS are displayed. It
contains the following commands:

e Cascade
Shortcut: Hotkeys <ALT+W, C>

All windows, except those that have been minimized to icon size, are positioned
overlapping diagonally and have the same size. The active window is in the foreground.

e Tile
Shortcut: Hotkeys <ALT+w, T>

All windows, except those that have been minimized to icon size, are arranged next to each
other without overlapping (if there is more than one).

e Arrange Icons
Shortcut: Hotkeys <ALT+W, A>

The windows that have been minimized to icon size are arranged along the lower edge of
the working window of NEUROSYSTEMS. If there is an opened project window in this space,
some or all of the icons may be covered.

e Windowl, 2, ...
Shortcut: Hotkeys <ALT+W, 1> etc.

At the end of the Window menu there is a list of opened windows. A checkmark appears in
front of the active window name. If you select an entry in this list, you can switch directly
to that window, which becomes the active window.

Note: Use the part Windowl, Window2, ... in the Window menu to find out which
windows are open because some of them might be minimized or covered by other
windows.
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4.9 Menu: Help ("?")

The Help ("?") menu gives you assistance in using NEUROSYSTEMS. It is subdivided into the
following sections:

e Help Topics

Shortcut: Hotkeys<ALT+?, H>

This part opens the online help window . From this window, you can obtain information by
going straight to a specific topic or by branching down step by step until you reach the topic.
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-+ NeuroSystems 5.0 - Help |Z||E|[z|
File Edit Bookmark Options Help

LContents Indes Frint | Wordergrund |

Beenden

wzvrosvetens Help Contents

The help for the nzvrosvs=us tool covers the
following topics:

General:

What's new in V5

A short introduction to neural networks

Project processing:

Operating structure

Project window

Defining the network type and network

struciure

Commands:
File menu
Edit menu

Targetsystem menu

Learn menu
Test menu
View menu

Window menu

Help menu

wﬁﬂ Exit nzvrosvs=us Help

With a mouse click on the underlined words (highlighted in color) in the help text, you can
jump to a further help topic. To return to the previous information click on Back in the header
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bar of each help window. The Contents calls up the first help window directly. A mouse click
on the green words with a broken underlining opens an explanation box.

With the Foreground button you can keep the help window in the foreground of the screen as
you work with NEUROSYSTEMS.

e Using Help
Shortcut: Hotkeys <ALT+?, U>

This command opens the Windows Help window. Here you can inform yourself about the use
of the help system.

e About NeuroSystems
Shortcut: Hotkeys <ALT+?, A>

Here you can obtain information on the copy of the NEUROSYSTEMS program. Use this
command to display the copyright message and the version number of NEUROSYSTEMS.

About NeuroSystems @
% MeuraSystems Yerzsion

itdindustieEiziemens. com

Copyright 2 Siemens AG 2006
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5 Miscellaneous

5.1 Trace

Shortcut: Hotkeys <STRG+SHIFT, T>

After setting the trace level to unequal 0 you can also select the trace dialog via the tool bar.

1]

Shortcut: toolbar LMB on the icon Trceico

If both trace levels are set to 0, than you can not use the toolbar for selection.

Trace E'

Tracelevel
M eurnS ystems

2 - ermar w
T argetzystem :-% |
3 - warning W

Fath

Browse...

C:AProgram Filesh. . \MNeuroSysterns W0

Options [Meuro]

bd awirmumm number of tracefiles: 2

b auirurn entries for each file: 500000

Cancel

For NEUROSYSTEMS and the targetsystems you have the possiblity to set different trace levels
individually. You can choose from the following trace levels:
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off

exception
error
warning
informationen
debug
operation

OOk, WNPEFEPO

You can select the place where the trace files should be saved, by clicking on Browse.

Browse for Folder

Tracepath

= My Compuker -
J4 (A:) 314 Floppy

e (031 SYSTEM_ WP

=@ (D7) DATEN

ity (2} DWDr Drrive

ity (F:) DVD-RLAM Drive

e (5] -YPSEHEOOT-

,;"g (H:) weigldan$ on ‘erlmSFaa wwi00l, siem
,;"g (137 0412% on 'erlmSFaa,wwi0l , siemens,
,;"g (13 04% on 'erlmSFaa,vw00l  siemens. ne

,;"g (K23 Public on w001, siemens . netDF 15
[ra = ¥ PRSI RN PRI — I Y P I TRYFIT Ty § Ity v

= T R R R R R R S

[ Ok ] [ Cancel

Further you can determine the number of trace files and the maximum number of entries
within a trace file.
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5.2 Spezification of the SIEMENS-Neuro-Language (SNL)

5.2.1 Introduction

The SIEMENS-Neuro-Language was defined to have a unitary syntax for the description of
various types of neural networks. Further it is used to keep the project files that have been
generated by NEUROSYSTEMS, readable.

5.2.2 Spezification

The SNL-file is divided in sections that are introduced with according headers. The following
sections are applied:

e NET DEFINITION SECTION

e CLUSTER DEFINITION SECTION

e CONNECTOR DEFINITION SECTION
e |/O NORM DEFINITION SECTION

e UNIT DEFINITION SECTION

e CONNECTION DEFINITION SECTION
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‘% NEUROSYSTEMS

5.2.2.1 NET DEFINITION SECTION

Here the name, type and targetsystem of the network are defined and information on the

networks size is given.

net name

net type

target_system

number_of clusters

number_of _units

number_of_connectors

nu_of _connector_types

number_of connections

name of the network
NEUROSYSTEMS appoints the network with the file name without
the extention *.snl.

network type

0 Multilayer-Perzeptron (MLP)
1 Radial-Basis-Function (RBF)
2 Neuro-Fuzzy-Network
targetsystem

0 S7-4K

1 S7-20K

2 WinCC-OLL

3 ActiveX

4 OPC

The number of clusters of the neural network. In NEUROSYSTEMS
every layer consits of exactly one cluster. Further the BIAS used
in the MLP and NF networks, is a cluster.

In. NEUROSYSTEMS the meaning of the term unit is to be
comprehended as either a neuron or the BIAS. That’s why, the
number of entries in the section “UNIT DEFINITION
SECTION” is indicated, that have to be increased by 1 in MLP-
and NF networks, due to the BIAS.

The number of connectors is corresponding to the number of
entries in the section “CONNECTOR DEFINITION SECTION”

The number of different connector types. All of the connectors
used in the network are defined with the designation of their
type, in the section “CONNECTOR DEFINITION SECTION".

The number of connections is according to the number of entries
in “CONNECTION DEFINITION SECTION”
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5.2.2.2 CLUSTER DEFINITION SECTION

Here is where clusters are defined that consist of either one layer or the BIAS in
NEUROSYSTEMS.

Syntax extraction:

lay | type | no of units | trans_func | norm | cluster name

11 | STD | 3 | None | None | no Name

lay The description of the layer that represents the cluster.
il input layer
ol output layer
hx hidden layer x

type Type of the cluster
STD Standard cluster
RBF Cluster with RBF

no of units Number of knots within the mentioned cluster. A knotAis either

a neuron or the BIAS.

trans_func Transfer function of the neurons in the respectively cluster.
none no tranfer function or identity
id sum function (linear neuron)

minimum minimum function
product  product function
logistic ~ sigmoidial function

tanh tangens hyperbolicus
norm standardisation function of the neurons in the respectively
cluster.
None no standardisation
L1 = sum(wi Xi) / sum(xi) with

wi:  input value of the synapse I
xi:  emphasis of the synapse i

cluster name cluster name
NEUROSYSTEMS calls every cluster ,,no name“ and doesn’t
analize the name.
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5.2.2.3 CONNECTOR DEFINITION SECTION
The connectors connect the knots that are setted in various clusters.
Syntax extraction:

target | source | type | learn | connector name

hl | b | STD | Y | no name

target The description of the cluster that the connector is showing at.
In addition to all layers (01, i1, hx) it is allowed to indicate the
BIAS.
ol output layer
hx hidden layer x
B BIAS

source The description of the cluster from which the connector is
showing away from.
il input layer
hx hidden layer x
B BIAS

type Type of connector
STD Standard connector

Learn Learning ability between two clusters.
Y Weights may be modified
N Weights may not be modified

connector name connector name

NEUROSYSTEMS calls every cluster ,,no name“ and doesn’t
analize the name.
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5.2.2.4 1/0 NORM DEFINITION SECTION

All input and output values are scaled with a individual adjustable linear function y = scale *
X + shift.

Syntax extraction:

1/0 | no. | shift | scale | name

————— R e ] L
il | O] 84.887001037598 | 34.792999267578 | v

1/0 Cluster that includes the in- and/or output
no. Number of the in- and/or ouput

shift Coefficient of the scaling function

scale Coefficient of the scaling function

name Name of input and/or output

5.2.2.5 UNIT DEFINITION SECTION
Each neroun is understood as a unit.
Syntax extraction:

lay | no. | no of inputs | weight
el R B R

1l | (O | 0 |

lay Description of the layer that includes the neuron
il input layer
ol output layer
hx hidden layer x

no. number of the neuron within the layer

no of inputs number of inputs of the neuron

weight emphasis of the neuron

In NEUROSYSTEMS no neuron emphasis is used. That’s why no
value is indicated.
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5.2.2.6 CONNECTION DEFINITION SECTION

A emphased connection can exist between the neurons.

Syntax extraction:

layer unit
target | source | target | source | weight
hl | b (O | (O | -1.446825265884

target layer
target unit
source layer
source unit

weight

layer of the target neuron
number of the target neuron within the layer
layer of the source neuron
number of the soure neuron within the layer

weight of the connection as a floating-point number with a dot
as a decimal divider

5.2.2.7 Knotentypen und Gewichte

The following knot types and weights appear within NEUROSYSTEMS:

Knot types:

KE helping knot for the input
KN sigmoid-neuron

KT tangens hyperbolicus neuron
KL linear neuron

KP product-neuron

KR gauss-neuron

KW standardised sum-neuron
Weight type:

WN normal, learnable weight
WF set, non learnable value

w1 lernable offset

WO set offset; always ‘1’
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5.2.2.8 Comments

Comments can be entered into the synthax of the SNL file in the programming language C.
Comments start with the string /* and end with the string */. They may not be boxed and must
stand in the beginning of or at the end of the SNL file.

5.2.3 Examples
/* SNL-File NEUROSYSTEMS */

NET DEFINITION SECTION :

net name : Example

net type : 0 (MLP)
target_system - 3 (S7-20K)
number_of _clusters : 5 (including bias)
number_of _units - 15

number_of connectors : 6
nu_of_connector_types : 1

number_of _connections : 56

CLUSTER DEFINITION SECTION :

lay | type no of units trans_func norm cluster name

il STD 3 None None no Name
hl STD 5 tanh None no Name
h2 STD 5 tanh None no Name
ol STD 1 id None no Name

target source type learn connector name
hl b STD Y no name
hl il STD Y no name
h2 b STD Y no name
h2 hl STD Y no name
ol b STD Y no name
ol h2 STD Y no name
1/0 NORM DEFINITION SECTION
1/0 | no. | shift | scale | name
————— |-l e -
il | (O | 84.888450622559 | 34.793647766113 | Eingang01l1
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il | 1] 165.516969096680 | 134.463394165039 | Eingang02

il | 2| 24.970249176025 | 14.967449188232 | Eingang03

ol | O | 587.838745117188 | 571.417724609375 | AusgangOl
| | | |

UNIT DEFINITION SECTION :

lay no. no of Inputs | weight

CONNECTION DEFINITION SECTION :

layer | unit

target source target source weight

hl b 0 0 0.185244306922
hl il 0 2 -0.184017449617
hl il 0 1 0.038151189685
hl il 0 0 -0.299249231815
hl b 1 0 0.237577438354
hl il 1 2 -0.089825130999
hl il 1 1 -0.012076173909
hl il 1 0 0.051005583256
hl b 2 0 0.215366065502
hl il 2 2 -0.195535138249
hl il 2 1 0.147962883115
hl il 2 0 0.193704038858
hl b 3 0 -0.291009247303
hl il 3 2 -0.117603078485
hl il 3 1 0.008120975457
hl il 3 0 0.126300856471
hl b 4 0 -0.200460836291
hl il 4 2 -0.211612299085
hl il 4 1 -0.081328779459
hl il 4 0 -0.245158240199
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b 0 0 -0.073271892965
hl 0 4 -0.294653147459
hl 0 3 -0.297198414803
hl 0 2 -0.228550061584
hl 0 1 -0.032584611326
hl 0 0 0.293115019798
b 1 0 0.097827084363
hl 1 4 -0.200259402394
hl 1 3 0.064299449325
hl 1 2 0.061058383435
hl 1 1 0.042710654438
hl 1 0 0.018997771665
b 2 0 0.181563764811
hl 2 4 0.169991150498
hl 2 3 0.064610734582
hl 2 2 -0.265776544809
hl 2 1 -0.088726460934
hl 2 0 -0.029526658356
b 3 0 0.255430757999
hl 3 4 0.273540467024
hl 3 3 0.136005744338
hl 3 2 0.225583672523
hl 3 1 -0.118829920888
hl 3 0 0.011929685250
b 4 0 -0.174239322543
hl 4 4 0.217343673110
hl 4 3 -0.158803060651
hl 4 2 -0.022751549259
hl 4 1 -0.214597001672
hl 4 0 0.023612171412
b 0 0 -0.064537495375
h2 0 4 0.066899627447
h2 0 3 0.299816876650
h2 0 2 0.298077344894
h2 0 1 0.206192210317
h2 0 0 0.167793810368

Chapter: "MISCELLANEOUS"

233



‘% NEUROSYSTEMS Version 5.0 Copyright ©, Siemens AG, 2006

5.3 Example Coat Thickness Control

Example for modeling nonlinear functions: Control of the coat thickness in fire coating
plants

It is the intention of this distinct example to give you a quick and easy introduction to your
work with NEUROSYSTEMS. The basic problem of this example can be solved with the help of
neural networks and has already been successfully applied to practice.

Example is NEUROSYSTEMS V1.

The problem:

The aim of the desired control system is the exact matching of the coating thickness, for
example for a zinc coating of steel strips as shown in figure 1. If the zinc thickness falls below
a strict tolerance limit, the produced material will be devaluated. On the other hand, an
unnecessarily thick coating is not economical. The problems involved with a conventional
control design are mainly operating point-dependent effects and influences of the controlled
system, which can not be completely described mathematically.

—_—

O4

strip
AN
blast pipe

R
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The coating thickness c is fundamentally influenced by three factors:

e strip velocity v
e air pressure p

e gap a between the blast pipe and the strip

With the help of a neural learning method it is possible to run a process identification of the
controlled system, where the behavior of the controlled system can be imaged to the neural
network, even at varying working points. The structure of the neural network can be derived
from the principal character of the relationship c=f(v,p,a) and considers the physical process
of the coating action. By having a sufficiently large number of measuring value sets v, p, a,
and c available you can use them as training data for the neural network. From the trained
network you are able to generate inverse models of the controlled system. These models can
be used as "neuro controllers™.

Designing the neural network using NEUROSYSTEMS:

This section is a step by step explanation of how to use NeuroSystems for creating a neural
network which will show a desired input/output behavior.

The file "coat.dat" has to be used for the training of the network. This file contains the
input/output behavior to be learned. This information is represented by data sets showing the
relationship c=f(v,p,a). It is an ASCII-file containing four columns which are separated by
spaces and/or Tabs. The first three columns represent the input variables v, p, and a. The
fourth column lists the output values c. This file contains 500 data sets.

a coat.dat - Notepad [_ (O] x|

File  Edit Search Help
118.3981 52.5576 13.7877 6.69535008e+8082 ﬂ
76 .8565 74 _9188 18.3824 2.7371804e+002
66.8556 59.8673 22.3652 2.6782663e+8082
51.3384 79.1624 21.8885 1.3775896e+002
75.3128 182.3377 14.6197 1.5429955e+8082
79.3879 269.7912 13.3048 3.8929054e+801
1687 .4508 180.6029 23.8264 §.1029074e+801
115.8322 232.6558 341137 5.8593370e+801
72.8223 272.9676 18.61M 3.1493492e+8M1
88.8738 186.6111 30.60886 1.30833576e+002
73.3648 273.2548 15. 08566 3.41690%6e+801
112.7599 4 1176 36.2257 2.6612936e+802
95 .1959 o4 6565 25.7589 1.8114871e+8082

i A
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5.3.1 Creating a new project

You can create a new project by selecting the NEUROSYSTEMS menu item *File/New".
Alternatively, you may use the "New" symbol from the toolbar. This opens the "New..."
window where you have to enter the number of inputs and outputs and the target system you
intend to use. For this example, the function to be modeled has to represent the coating
thickness ¢ as a function of the three variables v, p, and a. For that, you have to enter three
inputs and one output. You can accept the default configuration for the target system,
because this chapter will only describe the training process using NEUROSYSTEMS. After
clicking the "OK" button the network block and the blocks for the inputs and the output will
be displayed in a new window.

4 Configuration NeuroSystems - Newl

File Edit Targetsystern Learn Test iew ‘wWindow 7
EEERRETE]

ﬁ
-‘ —+ oupuo

N —( |
Lt —’C }'
[ —=C

Input02

For Help, press F1. l_ MU l_ A

5.3.2 Naming and normalizing the inputs and outputs

Click on the block "Input00" with your right mouse button and select the item "Properties..."
or double-click it with your left mouse button. This will open the window "Input Properties".
Enter "v" for the name of this input and click on the button "Use training data" located in the
"Normalize™ section. Since you have not assigned suitable training data to your network, the
window "Select learning file" will be opened. Click the "Browse..." button and select the
ASCII-file "coat.dat" which has been described above. Confirm your choice by clicking the
"OK" button. The normalization will now be executed. The automatic entry at "Minimum" is
the smallest value of the numerical data contained in the first column of "coat.dat", the entry
at "Maximum® is the biggest Adopt these parameters just for this input.
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Input Properties

Mame
’V Mame of the [nput - Iv ‘

— Marmnalize

Minimum I 50.094
Magimum 115,68

— Adoption of Parameters
& juzt far thiz Input

™ far all Inputs
= far this and the nest Inputs

I= | Edopbitie rame andlnumben tenm sersll

QK. | Cancel Help

Name the other two inputs "p" and "a" and the output "c" in the same way as described above.
Press the "Use training data” button in the "Normalize" section of all three variables, in
order to carry out the normalization using the minimum and maximum values of the last three
columns of "coat.dat". Since the learning file was already chosen when editing the first input,
the normalization is now carried out without the need to select a *.dat-file.

5.3.3 Selecting a suitable network type and structure

Click on the network block "MLP" with your right mouse button or double-click it with your
left mouse button. By selecting the item "Network Type..." the corresponding window will be
opened. Now you can choose one of the three implemented network types and adapt the
network architecture for your needs. Here, the default setting is a MLP- network with two
hidden layers, each of them containing five neurons. We keep this default setting for this
example.

Network Type

MHetwark, Type
+ MLP [ Multi Layer Perceptian |

" RBF [ Radial - Basis - Functions )

¢ MFM [ NeuroFuzzy - Netwark |

Architecture. . |

TR Cancel Help
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5.3.4 Selecting the learning file

Via the menu item “learning/file selection” a window opens. After cliking on “browse”
choose a described ASCII file “coat.dat” and confirm your choice with “OK”. Afterwards a
window appears with the question wether you would like to determine the range of the in- and
outputs by means of the choosen learning file. By cliking on “yes” the window “range” opens,
in which you can assign the method of determination. In this example please choose “lower
and upper limit with outlier” and confirm with “OK* For the lower and upper limit the
smallest or biggest value, that has been noted in the learning file for the respectively in- or
output, will be assigned. You can see this in the properties of the in- and output and if
necessary can change it manually.

5.3.5 The learning process

The "Start Learning Process” window is opened by selecting the NEUROSYSTEMS menu item
"Learn/Start™. Alternatively, you may use the "Start" symbol from the toolbar. The
"random™ selection of validation data can be kept, as the learning data file "coat.dat" contains
a lot of (partly redundant) data sets, from which a random selection of 40% can be used for
validation without loosing too much information. The criteria for terminating the learning
process can be kept at the 10% error limit and the 10 minute time limit, respectively. If there
is the need to improve the training results to reach a lower error limit, the already trained
network can later be optimized with "Learn/Continue™ at any time.

Start Learning Process E

—Learning D ata

Filenarne:

H:\MNeuroD emaobcoat. dat

% alidation Data

Selection: IHandom - l Brose., |

— Terminate the Learning Proce:

at a tatal relative eror of I1 0 4
or after a period of I‘I 0 minutes

Cancel I Help I

After clicking the "OK" button a window will be opened which displays an error curve over
the number of learning steps performed by NEUROSYSTEMS. If the current error falls below the
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dotted red 10% limit (which will be after just a few learning steps), the learning process will
be stopped und a message will be displayed, asking you whether to accept the trained
network. Click the "Yes" button to accept the network in its current state.

4 Configuration NeuroSystems - Newl

File Edit Targetsystern Learn Test iew ‘Window 7

MEFENRETEE]

Error Curve  Actual Eror: 988 % H:\MeuroDemotcoat. dat

For Help, press F1. [ moM [

For further improvement of the network, choose the menu item "Learn/Continue™ and reduce
the error limit to 1%, for example. After your confirmation by pressing the "OK" button, the
learning process will be continued, re-starting at the current 10% error level. Now it may take
some time until the error falls to the new 1%-value. If you do not want to wait for this goal to
be reached, you can interrupt this process at any time by choosing the menu item
"Learn/Stop" or clicking the "stop™ button on the toolbar, so you can accept the network with
the current error.

5.3.6 Visualizing the network behavior

The "Test" menu offers some tools for the visualization of the networks’ input/output
behavior and for testing the grade of the learning process. The option "3-D Graphics™ allows
you to illustrate the input/output behavior very easily. To get an overview of the characteristic
curves of the function you just modeled above, you can choose the variables v and a for the
input axes to be displayed and click the "animation™ button for activating the 4-D
representation, selecting the pressure p as a parameter, for example.
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Parameters for Animation

— Rotation

Angular [ncrement |5 ‘I

— 4-00 Representation

Iv | active Computation Step | 2% =
Inpuit Ip Vl

Qk I Cancel | Help |

The animation shows very vividly how the characteristic of the coat thickness ¢ varies with
the pressure p. By pressing the "animation™ button another time you can stop the animated
graphic display. The current value of p will then be kept as input parameter of the 3-D
representation.

[ Configuration NeuroSystems - Newl

File Edit Targetgpstern Learmn Test View ‘wWindow 2

NEEIENRETE]

Output:

C—

For Help, press F1. [ MOM [

There is even the possibility of opening the 3-D graphics window before you start the learning
process so that you can visualize the learning progress by directly viewing the changes of the
characteristic curves.

The curve plotter offers another way of visualization. Select "Test/Curve Plotter" for starting
it. In the offline-mode you can assign an individually configurable triangle signal to all of the
inputs just by clicking the "curve generator” button. Pressing the "GO™ button will start the
recording session.
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X Configuration NeuroSystems - New1

File Edit Targetspstern Lean Test Yiew “Window 2

D|c(E] @r[=] Sl 2]

 Newl:2

Curve Platter

l Scroll Archive LI | ‘l
For Help, press F1. [ MOM [ 4

The current values of the four recorded variables are permanently displayed in the
corresponding curve color. The horizontal axis will be automatically labeled with the current
time. After you stop the curve plotter by clicking on the "STOP" button a vertical "reading
line" will be shown in the diagram. You can click on the line and drag it over the whole
visible diagram region. By doing so, the curve values which belong to the reading line
position will be shown.

If you want to store this data in a hard disk archive, you have to activate the button "Archive
Settings" before starting the curve plotter and select the option "Disk Archive". You can
enter the maximum number of records and the name of the archive file. The default name
setting is "archiv.arv".
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Curve Plotter Settings

Length of Curve Dizplay [sec]

Sampling Time [zec]

k aximum records:

archiv.ary

A

01

I'l o000
File: Browse... |

=]

0K I Cancel

Help

5.3.7 Saving the project

After designing, adapting, training, and testing the neural network, you can now save your
project in an *.snl project file (e.g. "coat.snl") using "File/Save" or "File/Save As".
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